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TheHarvard College Economist
Editors Note

Welcometo our second issue of the Harvard College Economist. Re-
vivedlast year , thejourna returnswith an even greater selection of articles. We
are excited to share the academic talents of our fellow undergraduate econo-
mids

Unlike other economicsjournals, the Harvard College Economist is
written entirely by undergraduates. 1nan effort toincreasethediversity of pa-
pers, we held an open submissionsprocess. Asaresult, wereceived anumber
of fineeconomics paperswritten for coursesand for outside research. Unfortu-
nately, we could only publish ahandful of articles. Inour selection process, we
chosethe papersthat we believed were of the highest quality and of universal
interest. Wewould liketo thank all of our contributorsfor their hard work.

Inkeeping withtradition, thisissuefesturesan interview with aprominent
Harvard economist. We werefortunateto interview Laird Bell Professor of
Economics Jffrey G. Williamson, who served as Director of Undergradate Studies
in Economicsthisyear. We spokewith him about severa popular issuesinvolv-
ingglobdization.

Aswelook toward the next issue, we hopeto recelve an even greater
number of submissionsfromall students. For moreinformationregarding details
of submissions, pleasevidgt our web siteat www.hcs harvard.edu/~hce, email us
at hce@hcs harvard.edu, or cometo theinformationa meetinginthefdl. Weare
alwayslooking for bright peopleto write, format, and edit the Harvard College
Economist and we encourageal studentsinterested in any aspect of the publica-
tion to contact us.

Finally, our hopeisthat the journal becomes a staple of the Harvard
undergraduate community. Please do not hesitateto offer suggestionsfor future
iSsues.

Sincerdy,
Matthew Rosenberg Adam Taub
Editor-In-Chief President
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On Globalization: An Interview with
Professor Jeffrey Williamson

Jeffrey G. WilliamsonisLaird Bell
Professor of Economicsand Dir ec-
tor of Undergraduate Studies in
Economics.

HCE: Therecent tariff hikes, such as
those on steel and Canadian soft-
wood, have strained relations be-
tween the U.S and its major trading
partners. Do you think that we are
on the verge of a globalization back-
lash similar to that witnessed prior
to the First World War?

JGW: No. Thereisobvioudy thethreat
— illustrated by vociferous street dem-
onstrations before September 11" —
that there might be arepetition of the
de-globalization we saw inthe decades
before the First World War and then
even worse between 1914 and 1945.
But thingsarevery different now than
they wereprior to World War |. Coun-
tries have better safety nets to catch
those that are damaged by
globdlization’sshort-rundidocationim-
pact. Although globdizationisusualy
good for acountry’slong run economic
performance, intheshort runit displaces

vulnerablefirmsandindividuas, sohav-
ing asafety net minimizesthepainand
maximizesthe speed of adjustmenttoa
new globd equilibrium. Wedidn't have
much of thissupport prior to World War
|. By “we”, | mean, of course, what we
now call the OECD anditsrichindus-
trialized country members. Butina
sense it is the OECD members that
matter. It istrue that many of theless
fortunate countriesthat arejust starting
modern devel opment cannot afford and
havenot had much experiencewith sys-
temsdesigned to easetheimpact of glo-
balization; that’s something countries
devel op when they becomericher. On
the other hand, if backlash effectsdo
appear, they arelikely to haveamuch
bigger impact if they areinitiated by the
OECD, just asthey were by European
and United States leadership in the
1930s. Thus, the globalization back-
lashthat mattersmostisthat whichmight
happeninthe OECD. That'snot to say
that thingsdon’t matter in less-devel-
oped countrieswithwhom wetrade; of
coursethey do. It could be that back-
lash effectsasthey exist now in Africa
and Latin Americamight becomease-
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riousglobal probleminthenear future.
But much of theworld'strade and fac-
tor flowsinvolvethe OECD, sothat’s
whereour attention should befocused.
Inwhich case, onehopesthat history is
avery imperfect guide!

HCE: The Heckscher-Ohlin model of
tradeisbased on factor endowments:
it predicts that a country will export
products which use domestically
abundant inputsand import products
whoseinputsarerelatively scarce. In
light of empirical evidence, is this
model still valid for determining
which goods a country trades?

JGW: Anybody who hashad any ex-
posuretointernationa economics—and
thusto thisfamousideathat won Ohlin
aNobd Prize— will redizethat there
hasn’t been much modern evidenceto
support the Heckscher-Ohlin model.
How isit possiblethat 50 years of em-
pirical evidence seemsto shoot down
thismodd, yetit il flieshigh, dmost as
durableasit dwayswas? Theanswer
isthat themodel isso plausibleand so
useful inthinking about trade problems
that no economist would think about
throwing it away simply because the
evidenceisinconsstent withit. | know
thisstatement sounds dreadfully anti-

scientific, but anumber of theoristsbe-
lievethat wejust haven't been clever
enough to figure out how to map the
complexitiesof thetoday’sreal world
ontoour modd s, thatis, figuring out ways
to retain Heckscher-Ohlinthinking, but
inadifferent guise. Wejust haven'tfig-
ured out how to do that yet. | don’'t
think themode hasbeen destroyed, but
usersbeware: theworldissimply too
complex for thismodel inits current
form. Indeed, when thismodel iscon-
fronted with evidencefrom alesscom-
plex eraprior to 1914, it worksjust fine.
Heckscher and Ohlin were writing
around the time of World War |, and
they were motivated by the period from
the 1870sto World War I. Thus, when
today’ seconomic historiansgo back to
test the Heckscher-Ohlin propositions
with better numbers, more sophigticated
econometrics, sharper models, and
clearer thinking, wefind that they were
absolutely right: their model works. But
it doesn’t work in today’s more com-
plex world. To repeat, we haven't yet
figured out how to makethe modd fit
today’s more complex world. Smart
theoristsareworking onit, and so far
themost effective advanceshave been
thosethat introduceincreasing returns.
But assoon asatheorist introducesin-
creasing returns, she needsto invoke



imperfect competition, at which point
her anaytica lifebecomesahorror snce
shedoesn’t yet havevery good models
that dedl withincreasing returnsandim-
perfect competition. The new models
aresamply too clumsy and nowherenear
as elegant asthe original Heckscher-
OhlinMode-T verson. Teacherscan’t
step to ablackboard with the samekind
of flourish that the Heckscher-Ohlin
Model-T version permits. Sowestill
usetheold model, waiting for the new
model to arrivein the showroom.

HCE: Onecommonly heard argument
against globalization is that rich
countries are made weal thier by ex-
ploiting cheap labor and inputs
abroad, thereby perpetuating ex-
tremely low standards of living in
poor nations. How hasglobalization
affected inequality between wealthy,
OECD economies and poorer, less-
developed countries over the previ-
ous century?

JGW: That assertionistotal nonsense.
Itissmply not true. Thecomplicationis
not that poor countriesdon’t gainfrom
trade — they do: cheap labor in poor
countries get more and better jobsin
those export industries. Infact, it can
be said that small poor countries are
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likely to gain morethan largerich coun-
triesfromtrade. Thereasonwhy that
conservative statement might hold wa:
ter isthat, after all, poor countriesare
smaller and havelesseconomic clout.
Somecriticsview thisasabadthing, as
vulnerability and weakness, while oth-
ersview it asagood thing because such
countries are able to take world mar-
kets and world prices as given, and
whatever they supply and demand will
havevery littleimpact ontheworld mar-
ket. Thus, more exportsof soccer balls
from Indonesiado not lower the price
of soccer ballsin world markets, an
event whichmight harm Indonesianen-
trepreneurs and workers. So, it'snot
truethat poor countriesdon’t gainfrom
going open, at leastintheshort run. To
repedt, at least intheshort run. Butwhen
we start thinking about thelong run, the
story gets more complex, and the de-
batesget moreintensesincewearestill
fighting over theoriesof long-rungrowth.
If your theory of long-run growth states
that industrialized countrieswill grow
fagter, then criticsof globdizationmight
have something. Inthat case, it might
well betruethat inthelong run special-
izationin primary, non-industria prod-
ucts— productswhich offer very little
externality spin-offsintechnological
changeand accumulation— may harm
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a country’s long-run growth perfor-
mance. We have no shortage of models
that makethisargument; they havebeen
around for along time. In terms of
empirical reality, we still don’t know
which of these modelsiscorrect, and,
asaresult, thepolicy issuehasbeena
hot potato ever since Alexander
Hamiltonwroteinfavor of protection of
US manufacturesin the 1790s (when
Britain wastherich thug “exploiting”

poor United States markets). But note
thedifference between primary product
Specidizationand gpecidizationinlabor-
intensveindustrid-based manufactures.

Thesetwo casesdemand very different
answers. Totheextent that today’scrit-
icsof globdlization havelabor-intensve
manufactured exportsfrom thedevel op-
ing nationsin mind, the standard anti-
globdization argumentsdo not apply. To
the extent that they have primary prod-
uct exportsin mind, the standard anti-
globalization argumentsmay indeed ap-

ply.

HCE: What roledid globalization play
in the creation of the gap between
Third World and advanced devel oped
countries?

JGW: If | knew theanswer tothat ques-
tion, | would have aNobel Prize. But

weknow this: after theearly 1600s—
when therewere no big economic gaps
yet between Western Europe and the
rest — the gap between those who
eventually became the dominant eco-
nomic leaders of theworld and those
whodidn’t begantowiden. Withthead-
mittedly crude evidencenow available,
we can seeawidening gap inlevelsof
performance between theleadersof the
pack — like Britain, the Netherlands,
and France— and the other European
countries; and that gap widensdrameti-
caly over the200 yearsprior totheln-
dustrid Revolution. Thereisalso recent
scholarship that documentsarising gap
between Asiaand Europe at the same
time, not just within Europe. Thus
today’ sgreat gap betweenrich and poor
countriesdid not start with the Indus-
trial Revolution. Rather, therearemore
fundamental pre-industrial factors at
work like private property rights, effec-
tivelegal systems, good government,
and therole of empiresversuscompet-
ing nation-states. Furthermore, and
despite what you were taught in high
school, therewasno globalization—in
the sense of integrating marketsthrough
pro-globaization policy, competitionin
world markets, and/or falling transport
costs— prior to the 19" century; there
wastrade, but no globalization. Since



therewasno globalization going on be-
forethelndustria Revolution, how can
globdlization bethe cause? Two condi-
tionschangedinthe 19" century: thefirst
big globalization boom, and theIndus-
trial Revolution. These madethe gap
between rich and poor countries big-
ger. Thatis, thecountrieswherethein-
dugtrid revolutionarrived late (or nor at
al) fell farther behind. They didn’tfall
behind becausethey had lower incomes
associated with going globa and/or fail-
ing to undergo anindustria revolution,
but they didn’t undergo abig increase
inincomeseither, so the gap between
poor and rich increased. Lant Prichett
caledthis“Divergence, Big Time,” re-
ferringtothisperiod of acceerating gaps
just prior to World Wer |. Did global-
izationdoit? Maybeglobdization sup-
pressed long-run growth prospectsin
the countriesthat were outside of Eu-
rope, or even outside of the European
periphery. We don’t know for sure.
You can arguethat it has nothing to do
with globalization, or that globaization
wasnot oneof thefundamental factors.
You can a so makethat argument that
whilethismay betrue, globaization cer-
tainly didn’t helpinthelong run. So,
until we understand what thesefunda-
mental factorswerethat originaly led
to the gap, this question can’'t be an-
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swered. Thesefundamentalsarecom-
plex, becausethey areall thoseforces
that we were taught as economiststo
takeasgiven: thestructure of property
rights, legal systems, and entrepreneur-
ial behavior. Sociologistsusedtotalk
about theseidesas, but that kind of think-
ing used to betoo “fuzzy” for formal
economists. Now economists are
equipped to talk about theseissuesina
forma way andto apply evidencetotest
the hypotheses. Sointhenot toodis-
tant future, wewill havewd|-articulated
modd sthat incorporatethesefundamen-
tal issues. Until then, all weknow is
that it doesn’t look likeglobalizationis
toblame.

HCE: The strong dollar of recent
years has made the United Sates a
popular destination of foreign capi-
tal. Should we be concerned about
increased foreign ownership of our
factors of production?

JGW: Wl theanswer lieswith poli-
tics, not economics. If theworld wants
toinvest inthe United Stateswe should
bevery happy with that fact sincefor-
eigners are making financial capital
cheaper than it would be otherwise. If
the USsomehow put upacurtainto keep
out foreign capital, we would be less
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able to finance our own investment
needs (including those Treasury hillsfi-
nancing our debt). That’spretty straight-
forward. Thedownsideof thisstory is
thefear that theseinvestorscan, at any-
time, pick up their marblesand leave
thegame. Sowehavetobewillingto
takethat chance. If acountry isgoingto
have wide-open capital markets, and
reap all the benefits, like cheap capital
from abroad, there always exists the
possibility that the capital could turn
aroundandfleeanytime. Butwhy should
it? Thisisthestrongest economy inthe
world, even now during arecession.
Are there going to be revolutionary
eventsor financia chaosintheUScaus
ing capital flight? It'spossible, but it
seemsvery unlikely, especially com-
pared with therest of theworld.

HCE: How hasyour experience been
over the past year asDirector of Un-
dergraduate Sudiesfor Economics?

JGW: | think we have made somegreat
leapsforward. Andit’snot becausel
am any better at thisjob than my pre-
decessors. They wereamazingly good
and probably alot better at it than | am.
Theonly advantage| haveisage. | am
asenior faculty member, and beforeme,
there hasnever been aDirector of Un-
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dergraduate Studiesin Economicswho
wasasenior faculty member: they were
alwaysjunior, non-tenured faculty. It's
quite common to have senior faculty
playing thisrolein other departments,
but not inthisone. Why doesthisfact
matter? Canyouimagineajunior fac-
ulty member going to seeasenior fac-
ulty member to deal with complaints
about hisor her teaching? If that junior
faculty member wants to remain at
Harvard and/or get agood appoi ntment
upondeparture, itisunlikely; thereare
obvioudy noincentivesfor thejunor fac-
ulty member to takethat risk. A senior
faculty member isbetter abletorattle
cagesat Littauer, Universty Hal or even
the Houses, to do all the things that
should be doneto escalate theimpor-
tanceand quality of theundergraduate
learning experiencein thisdepartment.
A lot of redly fundamental changeshave
occurred thisyear that our concentra-
torscan seeand arebenefiting from: vis-
itsby the Director to the Houses, resi-
dent tutors serving asour representa-
tivesintheHouses, addingthe Littauer
Satelliteadvising office, pizzadinners
with faculty, better monitoring of these-
nior honorsthesisexperience, two fac-
ulty availablefor advising (Professor
Francesco Casdlli and myself), and so
on. Inaddition, Directorswho are se-



nior aemoreeffectiveintryingtochange
thecultureof attitudesin thedepartment.
Thisisthebest Economics Department
intheworld and everybody hereisbusy
trying to keep it that way: undergradu-
ate concentrators, graduate students,
and thefaculty areall on afast track.
TheDirector realy hasto makealot of
noiseto get themto pay attentiontois-
sues, or they’ 1 just run right past you.
So the culture needsto change, and a
junior faculty member would haveavery
hard timedoing that. A senior faculty
member can stand up shout “ Stop! Pay
attention! Here’ swhat wehavetodoto
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improve our undergraduate program,
andhere'swhy.” And| think enough of
my senior colleagues have agreed so
that thereisnow acore of them com-
mitted to help make the long-runim-
provementsin our undergraduate pro-
gramthat youdeserve. | think thisyear’s
changeshaveall been very positive; |
just hopewe can keep thismomentum
inthefuture. University Hall seemsto
be quite happy with what has happened
thisyear. | know | feel good about what
| havedone.

11
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Partners HealthCare:
A Case Study of the Massachusetts
Hospital Market

FEdward Y. H. Chan

Abstract

Catalyzed by soaring expenses and costly new technol-
ogy, a wave of activity brought hospitals together over the
past two decadesthrough mergersand contractual affiliations.
From a free-spending era in which fee-for-service service
reigned, the emergence and near dominance of managed care
has fundamentally changed the nature of the medical care
provider market. Asthe bottomline becameincreasingly im-
portant, hospitals saw mergers as an effective method of cut-
ting costsaswell asincreasing bargaining power. Employing
market power to negotiate higher reimbursement rates with
insurersand to attract more patientsinto the network are two
of the primary waysthat hospitalscanincreasetheir revenues.

[. Introduction

Thepast quarter century haswit-
nessed concentrationinthehospita mar-
ket at arate unlikeany other in history.
The Massachusetts market has been
among the most active, with mergers
and contractua affiliationsbringingto-
gether over two-thirds of the 108 hos-
pitasinthestatesince 1980. Thelarg-
est dedl involved theformeation of Part-
nersHedthCarein 1994 fromtheunion
of Massachusetts General Hospital and
Brigham and Women's Hospital .
Bringing together two of the most re-
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nowned medica careingtitutionsinthe
country, the new entity hascommonly
been referred to asthe 800-pound go-
rillaof Boston'smedical care market.?
In order to keep pace, Beth |s-
rael Hospita merged with New England
Deaconessand the Pathways Network
in 1996, creating CareGroup, acom-
peting network. With nearly twiceas
many patients,® Partners has prospered
while CareGroup hasfoundered, losing
at least $50 million annually for the past
threefisca years', including awhopping
$100millionin1999.° Thequegtionin-



evitably arises, why hasPartnersenjoyed
such overwhelming success while
CareGroup hasnot? The situations of
Partnersand CareGroup provide asu-
perb case study asto why some hospi-
tal mergerssucceed where othersfail.

Intryingto understand Partners
flourishing business, weturned directly
to the guiding forces behind the net-
works, conducting interviewswith top
executives at Partners HealthCare,
CareGroup and Boston Medica Cen-
ter. Themainissuesthey brought upin
conversationwere premium reimburse-
ment ratesfrominsurers, increased pa-
tient volume, case mix, CareGroup’s
debt load, and cultural issuesfromthe
Beth Israel/Deaconess merger. Part-
ners sdominant market power and un-
derlying strategy behind the creation of
the networksaremost likely account-
ablefor any differences. Subsequently,
welooked to the datato seek empirical
corroboration for the opinions ex-
pressed by the executives.

From the data, we find that
thereisno statistical differencebetween
the prices paid to Partners and
CareGroup, inagreement with what we
had learned fromtheinterviews. How-
ever, the data do show significantly
greater growthratesintermsof patient
dischargesand dischargesacrossdiag-
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nossgroupsfor Partners. Additiondly,
wefind evidence of ahigher debt load
carried by CareGroup than by Partners.
Whilenot readily testablein the data,
theclash of cultureswithin CareGroup
wasa so often cited inthe popular press
asareasonfor the network’ sproblems.
These findings reinforce what we
learned fromtheinterviews.

In Chapter |1, we review the
background of Partners and
CareGroup. Wethen explainthemeth-
odology weusedinexaminingthetrends
inpricing and patient volumesin Chap-
ter [11. Wereport the completeresults
of our andysisin Chapter IV and present
our conclusionsin Chapter V.

[I. Why Has Partners
HealthCare Succeeded?

Thefinancia successof Part-
nersraisesthe question of why the net-
work has prospered in comparison to
itschief competitor, CareGroup, which
underwent asimilar consolidationaong
thesametimeline. Severd posshbilities
merit exploration, giventhedifferences
in market power and the mannersin
which each network grew. Wefocus
our examination on topics suggested
during our interviewsand look to the
data to confirm an answer to the
overarching question.

13
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We began the process by de-
termining thekey playerswithwhomit
would beimportant to speak, arranging
interviewswith executiveswithin the
hospitals as well asin the associated
physiciansnetworks. Theseconversa-
tionstook place over the course of two
monthswith Paul Levy, now President
and CEO of CareGroup; Thomas
Glynn, COOQ of Partners; Ellen Zane,
President and CEO of Partners Com-
munity Hedthcare, Inc. (PCHI), theor-
ganizationregponsblefor Partners phy-
scian network; Jonathan Niloff, M.D.,
President of Provider Service Network
(PSN), which represents CareGroup's
physicians network; Mark Waxman,
Genera Counsel for CareGroup; and
Elaine Ullian, President and CEO of
Boston Medical Center. Most spoke
candidly about the strategy of their net-
work during itsdevel opment and gave
their opinionson reasonsfor Partners
success and CareGroup’ s disappoint-
ing performance. Theleading causes
ctedweresurprisngly smilar anongthe
partiesinterviewed.

Therearesevera waysinwhich
anetwork of comparablesizeand stat-
urewith PartnersHealthCare could ex-
ertitspower withinthe market. First,
one might expect to see higher prices
reimbursed frominsurersfor Partners
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hospitals. Onemight also expect to see
adifferenceinthegrowthrateof annua
patient admiss onswhen comparing the
two networkswith the overall market.
Thistrend should aso bereflectedina
comparison between the big Partners
and CareGroup hospitals(Brighamand
Women's, Mass. Genera and Beth |s-
rael/Deaconess) and the market. The
effect could comefrom Partnerstaking
patients away from CareGroup hospi-
talsin downtown Boston or inthe sub-
urbs. It could a so comefrom channel-
ing suburban patients away from the
outlying satellitehospita sinto thedown-
town hospitals. Thisvariability couldbe
attributed tothe different waysinwhich
each network builtitsrelationshipswith
suburban physiciangroupsand satdllite
hospitas.

A third possibleexplanation for
the superior performance of Partners
could beachangein patient case mix,
with Partnersdrawing more high-mar-
gin casesthan CareGroup. Typicaly,
cardiac bypassesand organ transplants
arevery lucrative, as opposed to drug
treatment or psychiatry, whichisnot as
well reembursed relativetoitscost.

Another issueistheamount of
debt carried by each network, a par-
ticularly serious problem for
CareGroup. Cited commonly inthein-



terviewsand inthepopular pressisthe
fact that CareGroup has afar greater
amount of debt than doesPartners. The
debt load hurtsitsbond rating and places
aheavy burden onitsoveral financia
health, dueto expensiveinterest pay-
ments. Finally, cultural problemssur-
rounding themergersof theingtitutions
may haveledtolessefficiently runhos-
pitalsand thelossof key medical staff.

I11. Analytical Methods

Pricing

A key indicator of Partners's
success in the Massachusetts market
would be the ability to charge higher
prices than competitors for the same
procedures. In order to determine if
Partnersreceived preferential pricing
frominsurers, welooked at themedian
revenue per patient in severa common
diagnosisrelated groups (DRGS) across
all hospitals. Therevenue per patient
variablewascal culated by multiplying
the charge per patient by the hospital’s
net revenue, then dividing by total
charges. Thechargesper patient data
were not used asthe sole variable be-
cause often ahospitd’schargesare not
good indicatorsof theactud prices. The
chargesare often manufactured smply
for show with proportional discounts
negotiated beforehand in contractswith
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theinsurers. Only after thesediscounts
arefactored in canthetruepricepaid
to each hospital bedetermined. Since
themagnitude of these discountsisnot
publicly known, wejudged revenue per
patient to bethe asthe closest possible
subgtitutefor theactua amount received
by ahospital for each patient.

Althoughit might ssem strange
to charge aprice and then give subse-
guent discounts, the practice can be
beneficial for thehospital. A world-fa
mous hospital likeMass. Generd often
attractswealthy international patients
who travel to the United Statesto re-
caelvemedical care. Theseprivateindi-
vidualsmight receiveabill for thefull
amount of thelisted charge, smply be-
causethey haveno American hedthin-
suranceand aremorewillingto pay the
full price. For thevast mgjority of pa-
tients, however, thelist priceisnot a
goodindicator of thetrue priceper pro-
cedurefor any given hospital.

Our regression hastherevenue
per DRG asthe dependent variablewith
independent variables of bigpart (a
dummy whichequaslfor Brighamand
Women’sor MGH), bigcare (dummy
which equals1for BI/D), yr97, yr98,
yr99 (dummiesfor theindividua years)
aswell astheinteraction termsbetween
bigpart and bigcare and theyear dum-

15
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mies (bigpart97, bigpart98,
bigpart99, bigcare97, bigcare98,
bigcare99) (seeEq. 1). Inmost cases,
we use only the large Partners and
CareGroup hospital sbecause they con-
stitute the bulk of the casesin the net-
work andthey gpproximatetheway their
networks move. Inthe case of DRG
371 (caesarian section), we use part-
nersand caregroup asvariablesinstead
of the bigpart and bigcare dummies
because there were no data available
for Mass. General, removing asignifi-
cant number of observationsfromthe
aready dimdataset. Thesevariables
equal onewhen the hospital ispart of
the Partners or CareGroup network.
Also, theyr98 variableisnot included
incasesinwhich thebig hospital dum-
miesare used becausetherevenuedata
were not availablefor any of thelarge
hospitalsin 1998, for whatever reason.
Patient Volume

Anexamination of patient vol-

umesand flowsover from 1996t0 1999
involvesmany factors. Inorder to de-
termineif the Partnersand CareGroup
hospitalshad different numbersof dis-
charges compared with therest of the
market, we regressed the number of
hospital discharges (hosdis) against
dummy variables for Partners (part-
ners), CareGroup (caregroup), the
yearsof thedata(yr97, yr98, yr99) and
interaction terms between the hospital
dummiesandtheyear dummies(part97,
part98, part99, care97, care9s,
care99) (seeEq. 2).

We performed the sameanaly-
sisagainfor the big Partnershospitals
(bigpart) and the big CareGroup hos-
pitas(bigcare), amilarly regressing hos-
pitd dischargesagains dummiesfor big
hospitals, year and interaction terms
(bigpart97, bigpart98, bigpart99,
bigcare97, bigcare9d8, bigcareQ9) (see
Eq. 3).

Furthermore, we caculated the

(Ea.1)
medrev =a, + 3, * bigpart + 3, * bigcare + ,* yr 97 -

B * bigpart 97 + B, * bigpart + 3, * bigcare 97 + B, * b

(Eq.2)
hosdis = a, + B, * partners + 3, * caregroup + [B,* yr97
Bs* yr99 + B * part 97 + B, * part 98 + B, * part 99 + f3,

By, * care98 + B, * care 99+ [,
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distribution of Boston ZIP codesasan
indicator of each network’s successat
attracting patientswithinthecity. We
looked at thetop 40 ZIP codesfor each
hospital inthe Partnersand CareGroup
networksand cal culated the number of
patients who came from Boston area
ZIP codes(seeappendix for list of Bos-
ton ZIP codes). We consider the rest
tobefromthesuburbs. Usingthisnum-
ber, we were also able to calculate
whether the overall trend wasfor new
patientsto comefrom thecity or from
beyond. Alongthesamelines, weaso
explored theflowsof patientswithinthe
network, leaving openthepossbility thet
the downtown hospitalswere prosper-
ing at the expense of thesmaller affili-
ateswithintheir own networks.

Other considerations

We performed an analysis of
the case mixesusingthe DRGsthat we
compiled. Someof thespecified DRGs
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arevery expensive and are performed
only & top teachingindtitutions, wheress
othersaressmpleand fairly common.
Sophisticated surgeries cost the hospi-
tal more, but aregeneraly morelucra
tiveoverall. Cardiac procedurestend
tobehighly profitablefor hospitals, ac-
cordingtoHuckman.® Levy argued that
obstetricscasesarea so profitableinthe
long run because even though hospitals
may lose money ontheindividua pa
tient, the patient loyalty that childbirth
establishesisworth agreat deal infu-
turebusiness.”

Coronary bypasswithout car-
diac catheterization (DRG 107), for ex-
ample, had amedian charge of $38,165
per patient in 1999; in contrast, neona-
tal carefor normal birthweight babies
without complication costsan average
of $1,165 per patient inthe sameyear.
Each of the five DRGs we examined
could be considered profitable. We
looked to seeif therewere any trends

(Eq.3)
hosdis=a, + 3, * bigpart + 8, * bigcare+ B,* yr97+ (3, * yr
B, * bigpart97 + (3, * bigpart98+ 3, * bigpart99 +
B, * bigcare97 + B, * bigpcare98 + S, * bigcare99+ [
(Eq.4)
DRGdis=a, + 3, * bigpart + 8, * bigcare+ B,* yr97+ 3, * y
B, * bigpart97 + 3, * bigpart98+ 3, * bigpart99 +
B, * bigcare97 + B,, * bigcare98+ B, * bigcare99+ [
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for agiven hospital to gain thesehigh-
profit patientsover our sampletimepe-
riod. Weregressed the number of dis-
chargesfor each DRG by thebigpart,
bigcare, year and interaction variables
(seeEq. 4).

In considering the debt load
carried by individual hospitals, weuse
interest expensesdivided by revenues
asaproxy for therelativeimpact that
debt hasonahospital’ sfinancesand its
ability tomakeinterest payments. The
datafor interest expenseswasavailable
only for 1999.

Finally, the propositionthat cul-
tural issuesfromthe BI/D merger are
respons blefor the difference between
thenetworksisunveifiadle. Onlyif none
of theother possibilitiesheld truewould
thisanswer appear feasible. Theevi-
denceof culturd problemscomesfrom
both the popular press and our inter-
views, sowhileit may haveexisted and
played arolein hampering thedevelop-
ment of CareGroup, itsimpact waslikey
morepsychological thanfinancid.

V. Results
Prices
Theregressionsof revenue per
patient produced inconclusiveresults
when appliedtothefive DRGsin ques-
tion. In most cases, the Partners data
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wereinsignificant, but the CareGroup
variableswereoccasondly significant.
Overall, theregressionsdid not dem-
onstrateincreasing revenuelevels per
patient, asonemight haveexpected from
afirmwith the market power enjoyed
by Partners HealthCare. Even more
surprising isthefinding that for some
procedures, CareGroup revenues may
actually begaining revenueat afaster
rate than Partners’ and making up for
aninitia disadvantage. Thisfindingis
consistent with the opinions of the ex-
ecutivesweinterviewed who stated that
thetwo hospital groupsreceived com-
parableprices.

For coronary bypass, theinter-
actiontermsbigpart99, bigcared7 and
bigcareQ9 aresignificant at a95% con-
fidenceinterval, but bigpart97 wasnot
sgnificant (Table A-3). Bigpart99 had
aninteraction coefficient of 6511, witht
= 2.34, suggesting that the revenues
earned by big Partnershospitalsin 1999
were $6,500 above the state average.
In comparison, bigcare99 has a coeffi-
cient of 8772 (t = 3.94). Bigcare97
has a coefficient of 13128 (t = 4.10),
substantidly higher than the correspond-
ingvauefor Partners. Thissuggeststhat
for the yearsin question, CareGroup
actudly experienced revenuegrowth of
greater magnitude for coronary by-



passes than Partners did. While this
trend may seem surprising, thedatacon-
firmsthehypothess. Fromtheraw fig-
uresweseethat it appearsasif the Beth
|srael/Deaconessbeginsat alower leve
thanitscompetition, but increasesmore
from 1996 to 1999 (Table 2).

Heart failureand shock (DRG
127) giveadightly different result asonly
bigcare97 and bigcare99 are statisti-
caly significant. Their coefficients of
2854 (t = 8.50) and 1021 (t = 2.15),
respectively, indicatethat therevenues
that the Beth I srael received for heart
failure patientsincreased substantially
morethantheaveragefor thoseyears.
In contrast, the Partnershospitalshave
negative, but statistically insignificant,
coefficients. Thenegative coefficient of
bigcare (—2320, t =-10.86), suggests
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that the BI/D started off at adisadvan-
tagein 1996. But when combined with
thegainsmadein 1997 and 1999, it has
basically pulled even with the Partners
hospitals, asseenin Table 3 onthenext
page. The 49% increasein revenues
per patient dwarfstheflat and negative
changes by the Partners hospitals, as
well asthe 7% increasein Massachu-
settsoveral. That yr99isasosignifi-
cant with acoefficient of 1090 (t=2.29)
only meansthat revenuesgainedin 1999
marked asignificant changefrom the
year before, but that fact has no rel-
evancetoour anayss.

For caesarian sections (DRG
371), we chose to use partners and
caregroup astheindependent variables
rather than bigpart and bigcare be-
cause Mass. Genera did not have data

Table 2: Revenues per patient by
hospital by year for DRG 107

1996 1997

BETH ISRAEL DEACONESS

24763.19 35059.33
BRIGHAM AND WOMEN’S

25527.72 26785.92
MASS. GENERAL

28089.82 29687.41
MA medianrevenue

27468.49 27615.31

1998 1999 % change
- 33160.62 0.3391
- 31809.97 0.2461
- 34080.02 0.2133
- 30267.02 0.1019
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for thisdiagnosis group (Table A-5).
Fromtheraw databelow, it appearsthat
the percentage changein revenue be-
tween CareGroup and Partners hospi-
tasarequitecloseto equd over thefour-
year period, with therevenuelevel of

Partnersbeingdightly higher. Thisrough
observationisborneout intheregres-
sion, inwhich none of theinteraction
termsaredatisticaly sgnificantly differ-
ent fromzero and their coefficientsap-
pear to bemoving inroughly the same

Table 3: Revenue per patient by
hospital by year for DRG 127

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS
4297.86 7350.34
BRIGHAM AND WOMEN’S
5730.37 5231.57
MASS. GENERAL
71794 7678.34
MA medianrevenue

6408.67 0.4911

5382.45 -0.0607

7270.34  0.0127

6353.82 6631.26 6404.67 6812.05 0.0721

Table 4. Revenue per patient by
hospital by year for DRG 371

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS
5615.32 8822.55
MT. AUBURN HOSPITAL

6911.05  0.2307

5844.52 6348.21 648229 633130 0.0833

BRIGHAM AND WOMEN'’S
5795.10 6085.49
NEWTON-WELLESLEY

7165.75  0.2365

6661.65 6505.15 6982.13 7561.23 0.1350

MA medianrevenue

6457.55 6505.15 6482.29 757445 0.1730
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manner (exceptin1997). Theonly Sg-
nificant gatisticintheregressonisthe—
1608 coefficient on caregroup (t = -
2.85), which supportsthenotionthat the
CareGroup hospital sstarted with lower
averagerevenuesthan both Partners (-
1109.6, t = -1.72) and the M assachu-
settsmedian.

Vagina ddivery without com-
plications (DRG 373) is another ex-
ample of what appearsto be astrong
trend: CareGroup hospita startslower,
but revenues grow annually until it
catches up with the Partners hospital .
IN 1996, Beth Israel generatesdightly
lessthan the state averagein revenue
per delivery (bigcare = -426.7, t = -
2.05), but quickly closesthegap, with
amedian revenue of $5,277 in 1997
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(bigcare97 = 1878, t = 6.39) (Table
A-6). Intheoverall picture, therev-
enueat the Bl increased 37% compared
to the state median of 17.6%, placingit
between the growth rates for the big
Partners hospitals (BWH = 52.6%,
MGH =25.9%). Althoughtherevenue
dataisnot satigticaly sgnificant at 95%
confidence intervals (bigpart97 =
579.15, t = 0.54; bigpart99 = 541.05,
t=0.51; bigcare99=414.62,t=0.92),
the pogitive coefficientsindicatethat the
BI/D isexceeding theaveragefor other
hospitalswithvagind ddivery intheir top
20DRGs.

Thestuationwith neonata care
for babies with normal birth weight
(DRG 629) issmilar tothat of heart fail-
ure and, to alesser degree, coronary

Table 5. Revenue per patient by
hospital by year for DRG 373

1996 1997 1998
BETH ISRAEL DEACONESS
3352.21 5276.78 -
BRIGHAM AND WOMEN’S
2835.37 347255 -
MASS. GENERAL
4832.22 5446.23 -
MA medianrevenue

3648.91

1999 % change
4596.73  0.3713
4327.17  0.5261
6082.33  0.2587

3827.68 3683.43 4290.025 0.1757

21



TheHarvard College Economist

bypass. From the numbers below
(Table6), it would appear asif the Bl/
D began at adeficit relativeto the Part-
nershospitals, and that each had lower
revenue per patient than the state aver-
age. While Beth Israel’s revenues
jumped in 1997 and remained there
through 1999, almost doubling the
state’'srate of growth (53%vs. 27%),
the Partners hospitals stagnated, not
even ableto keep pace with other hos-
pitalswithinthe state. These observa-
tionsareclearly reflected intheregres-
son (TableA-7). Both hospitalsbegin
at levels below the state average
(bigpart = -277.2, t = -4.26; bigcare
= -447.5, t = -8.11) and only the
CareGroup interaction term in 1997
(bigcared7 = 369.5, t =4.45) issignifi-
cant. ThePartnerstermshave negative

coefficientsbut areinggnificant at 95%
confidencelevels.
Accordingtotheseresults, there
isno conclusive evidencethat Partners
isreceiving higher or faster growing
pricesfrominsurersthan CareGroup.
However, there is also evidence that
CareGroup’srevenues per patient may
beincreasing morequickly andleveling
theorigindly unevenplayingfield. Ina
few cases such as coronary bypass,
heart failureand neonatd care, it seemed
that Partners and CareGroup prices
weremovinginoppositedirectionswith
Partnerslosing ground overdl, dthough
thecoefficientswererardly satistically
sgnificant. Thefinding that thereisno
redl difference betweenthepricesgiven
tothetwo networksisinagreement with
our executiveinterviews. Through our

Table 6. Revenue per patient by
patient by year for DRG 629

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

705.57 1106.04 - 1079.19  0.5295
BRIGHAM AND WOMEN’S

828.72  805.98 - 864.00 0.0426
MASS. GENERAL

923.04  964.75 - 1044.25 0.1313
MA medianrevenue

1053.62 1133.61 123443 1341.16 0.2729
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analysis, we can eliminate preferentia
pricing asthe primary reason for Part-
ners HealthCare success.
ZIP codes

Discharges at Partners have
grown at a far higher pace than the
Massachusettsmarket overdl, asillus-
trated by the performance of Brigham
and Women'sand Mass. General (see
Table A-1lintheappendix). Asmen-
tioned before, MGH hasgained 5,000
patients between 1996 and 1999 while
the Brigham's patient discharges have
increased by 5,300. Theratesareeven
more striking when taking into consid-
eration that the CareGroup hospitals
have dramatically underperformed the
state median, with dischargesfalling
dightly inagrowing market.

Aspreviously mentioned, we
must be careful when attemptingtodraw
conclusonsfromadischargetota made
only fromthetop40ZIPcodes. A num-
ber of ZIP codesand patientscould dis-
appear from thetop 40 Ssmply because
thedistribution of the hospital changed.

Thisandyssisuseful whencom-
paring changeswithinthetop 40 ZIP
codesto the changesintheoveral num-
ber of discharges. Asan example, it
appears from the top 40 ZIPs that
CareGroupislosng patientsat arate of
10% (over 4,200 patients), but weknow
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from Table A-1that CareGroup hasonly
suffered adrop of about 1,100 patients.
Thistelsusthat the 4,200 patient drop
in the top 40 ZIP codes is, in fact, a
product of CareGroup’s drawing pa-
tientsfrom awider range of ZIP codes
while losing many from the areas in
which they had been strong. While
CareGroupisgetting beaten onitshome
turf, itismaking upfor someof itslosses
by getting patientselsewhere.

Meanwhile, Partnershasonly
demondrated adightincreaseinthetop
40(1.58%, dmost 1,100 patients) from
1996 to 1999, but from Table A-1 we
know that the network has actually
gained 9,000 patients overall, an in-
crease of 7.84%. Thisresult indicates
that while Partnersis getting new pa-
tientsfrom areasinwhich they wered-
ready strong, most of the increasein
volumeiscoming from other ZIP codes
outsdetheir top 40, atestament to their
successful network building. Thispoint
appearsto be akey to Partners suc-
cess: not only doesit retain and develop
itscore patient base, it bringspatientsin
from peripheral aress.

When looking at the flagship
hospitals, we seethat the Bl/Deacon-
esshaslost atotal of about 3,000 pa-
tientsfromitstop 40 ZIP codes, adrop
of 15%. Compared with atotal decline
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of lessthan 800 discharges, thishuge
hit tothetop 40 leadsusto believe that
Bethlsrael islosing agreat ded of pa-
tientswithinitscorearea. Thiscomes
whileMass Generd hasgained approxi-
mately 3,000 (an 18.1% increase) of a
total 5,000 patientsfromitstop40. The
Brigham, in contrast, haspicked up 300
patients (a1.4% gain) fromtheir big-
gest ZIP codes, atiny portion of the
hospital’ stotal gain of 5,300 patients
(seeTableA-1).

This presents Massachusetts
Generd and Brigham and Women'sas
dightly different caseswithin Partners
HealthCare. Mass General has seen
most of itsgainfrom ZIP codesinwhich
it had already been drawing most of its
patients, coupled with some growth
from non-top 40 ZIP codes. On the
other hand, Brigham and WWomen’shas
enjoyed tremendous growth from out-
sideitstop 40 ZIP codeswhile main-
taining the number of patientsinitstop
40. TheBrigham retained most of the
sameZIP codeswithinitstop 40 from
1996 to 1999, keeping the number of
dischargesfairly constant throughout.
Thisleadsusto believethat the 5,000
additional patients discharged by the
Brighamarecoming fromamultitudeof
non-top 40 ZIP codes, leading to many
new ZIP codes, but not so many from
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any oneareathat it changesthetop 40
sgnificantly.

Asfor the satellite CareGroup
hogpitals, the Deaconess-Waltham Hos-
pital lost almost 579 patientsfromits
top 40, but saw a decline of just over
122 overal. Of the Partners satellites,
Newton-Welled ey experienced some-
thing similar, shedding 2,185 patients
fromitstop 40 but losing only 1,403
total fromall ZIP codes. Onepossible
explanation is that Brigham and
Women's, in part of itsmassive subur-
ban expansion, picked up Newton-
Wellelsey’slosses as members of the
same network.

The question becomes, from
wherearethese patientscoming and to
where arethey going? Is CareGroup
holdingitsownin Boston while hemor-
rhaging patientsin the suburbs? Are
they losing them across the board?
Where are Partners’ strongest gains?
Thetop 40 ZI P code data can be bro-
ken down further into Boston and non-
Boston ZIP codes. For our purposes,
we will call non-Boston ZIP codes
“suburban.” (Table A-8).

Thetwo big Partnershospitals
have experienced very different patient
flows. Massachusetts Generd hasseen
a total top 40 increase of 18.1%
(~3,000 patients), about an equal per-



centage of which hascomefrom Bos-
ton, 17.1% (836 patients), asfromthe
suburbs, 18.6% (2,198 patients). In
contrast, BWH hashad amuch smaller
increasein patients (296) initstop 40,
representing only 1.4% growth. Of
these 296 patients, dmost dl havecome
from the Boston ZIP codes (292), but
aswe saw above, an enormous number
of discharges(dmost 5,000) comefrom
outsidethetop 40 ZIP codes. For the
BI/D, thedistribution of its 3,000 pa-
tient decline has been proportionally
moreheavy fromthesuburbs. Thehos
pital haslost 2,204 patients (-19.8%)
from suburban ZI P codeswhilelosing
only 872 patients (9.3%) from Boston
ZIP codeswithinitstop 40.

Thesadlitehospitasthat draw
modest numbersof patientsfrom Bos-
ton ZIP codes include New England
Baptist and Mount Auburn for
CareGroup and Faulkner and Newton-
WEellesley for Partners. Inthe Baptist,
of theroughly 550 patientsthey lost (-
22%) from 1996-1999, thedistribution
isfairly evenwith alossof 200 within
theBoston ZIPs(-21.8%) and aloss of
250from the suburbs(-22.2%). Mount
Auburn madeamodest gain of 200 pa-
tients (1.9%) with almost the entire
amount coming from suburban ZIP
codes.

Spring 2002

Faulkner and Newton-
Welled ey joined Partnerswithin eight
daysof oneanother in 1998, but only
Newton-Wellesley demonstrated a
changein patient discharges, sufferinga
severe drop-off between 1997 and
1998. Newton-Welledley lost just un-
der 2,000 patientsfromitstop 40 ZIP
codes between 1996 and 1999, but
most of them came between ' 97 and
"98 from the suburbs (2,206 patients).
Althoughthe hospital only had 360 Bos-
ton patientsto start, it suffered itsmost
precipitous decline the year beforeit
merged with Partners, between 1996
and 1997. Newton-Welledley’spatient
flowseventualy leveled off in 1999 at
159 patients, lessthan half the number
it had before. Asoneof thelongest sub-
urban holdouts, Newton-Welledey felt
agreat deal of pressureto mergewith
oneof thedeve oping networksand had
tofight off an expansion by the down-
town hospitalsinto the suburbs. Often
they would open new satellitebranches
nearby or makeaffiliationswith neigh-
boring physician groups. One might
supposethat thedrastic dropin Boston
patients and the subsequent fall in sub-
urban patientswerefactorsthat led to
their decisonto merge.

Hospitalssuch asthe Deacon-
ess-Waltham, Deaconess Nashoba,
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Deaconess Glover and North Shore
Medicd Center havenot drawvnany sig-
nificant numbersof patientsfromthe
Boston area so conclusionsregarding
their distribution of patientsarenot pos-
sibleother thanto say that they dedl ex-
clusvely innon-Boston ZI P codes.
Fromtheanalysisof Tables7
and A-1, we have some evidence to
suggest that the CareGroup hospitals
arelosnglargenumbersof patientsfrom
areasinwhichthey had previoudy drawvn
heavily. Withmgor lossescoming from

thetop 40 ZIP codes and the suburbs,
the Beth | srael/Deaconesshas seenits
corepatient basedwindle. At Partners,
the patient gains appear to be divided:
Mass. Genera buildsuponitscorepa-
tient base and the Brigham extendsits
coveragegreatly whilemaintainingits
base. MGH hasgained patientsin Bos-
ton and the suburbs as parts of itstop
40 ZIP codes. Brigham and Women's
hasexperienced very littlechangewithin
itstop 40 and rapid growthin areasin
whichit wasnot asstrong before.

Table 7: Total Discharges from the Top 40 ZIP Codes

1996 1997 1998 1999 % change

CareGroup

BI/DEACONESSMED CTR 20485 20048 18882 17409 -15.02%
DEACONESS-GLOVER 2076 2221 1985 1873 -9.78%
DEACONESS-NASHOBA 1965 1829 1863 1976 0.56%
DEACONESS-WALTHAM 5814 5672 5265 5235 -9.96%
MOUNT AUBURNHOSPITAL 9343 9494 9361 9521 1.91%
NEW ENGLAND BAPTIST 2504 2260 2070 1952 -22.04%
total CareGroup 42187 41524 39426 37966 -10.01%
Partners

BRIGHAM & WOMEN’S 21192 21116 21589 21488 1.40%
FAULKNERHOSPITAL 5131 4926 5151 4936 -3.80%
MASSGENERAL HOSPITAL 16698 18204 18741 19726 18.13%
NEWTON-WELLESLEY 12369 12447 10208 10184 -17.67%
NORTH SHORE MED CENT 12872 13396 13184 13006 1.04%
total Partners 68262 70089 68873 69340 1.58%
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For the satellite hospitals |o-
cated in Boston (New England Baptist
and Faulkner hospital), the percentage
of total patient dischargesrepresented
by thetop 10 ZI P codesdecreasesmuch
morethanfor thelarger hospitalswithin
their network (Table 8). The Baptist
falls 26.4% and Faulkner decreases
16.3%. A possibleexplanationfor this
isthat oncethe hospitasjoined thenet-
work, they began losing Boston area
patientstotheir larger affiliates, evening
out thedigtributionwhichwasprevioudy
concentrated on Boston ZI P codes.

Baptist became part of
CareGroup in 1994 as aresult of its
previous merger with New England
Deaconess, then part of the Pathways
Network. The Baptist shows steady
declinefrom 1996-1999. The Faulkner
hospital joined Partnersin 1998 and we
see an immediate 15% declinein the
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percentage of total patientsrepresented
by thetop 10 ZIP codes between 1998
and 1999, whereasthe percentage had
been fairly constant in the two years
before.

Case Mix

Weregressdischargesby DRG
inorder to show anoverd| trend of Part-
ners hospitals gaining more patients
across al DRGs. Theregression for
coronary bypass(DRG 107) showsthat
thebig CareGroup hospita sstarted with
a higher number of procedures per-
formed than Partnersdid, with coeffi-
cientsof 120 and 101 respectively for
thebigcareand bigpart dummies(t =
16.95,t=3.77). Whilethe number of
dischargesisdecreasing with time (-
14%) (Table9), weseeageneraly pos-
tivetrend withinthe Partnersinteraction
terms and a negative one in those of

Table 8: Percentage of total discharges
represented by top 10 ZIP codes

1996
BI/DEACONESSMED CTR 23.21
NEW ENGLAND BAPTIST 21.59
BRIGHAM & WOMEN'’S 22.87
MASS. GENERAL 25.75
FAULKNERHOSPITAL 66.16

1997 1998 1999 % change
2191 20.40 20.05 -13.63
20.74 1725 1589 -26.38
21.90 21.79 21.03 -8.05
28,57 2849 2854 10.83
64.23 64.95 5536 -16.32
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CareGroup, athough most of thet-val-
uesarenot datidticaly sgnificant (Table
A-11).

Only two of thesix interaction
termsaresignificant at 95% confidence
(bigpart98 = 128.5, t = 2.26 and
bigcare97 =-220.5,t=-19.5), but the
sgnsareconstant within networks(i.e.
bigpart97 and bigpart99 a so had posi-
tivet—values). For example, the Part-
nersinteractiontermswereall positive
while the CareGroup terms were all
negative. Thisindicatesagenerd trend
towards an above average number of
dischargesfor big Partnershospitalsin
each year period, although not neces-
sarily a significant one. Similarly,

CareGroup interaction terms were
negative, withtheonly reliablevauein
1998. The year dummies show that
lower numbersof coronary bypassesare
performed when compared with 1996,
with drops of 35in 1997, 87 in 1998
and 56in 1999. Fromthiswecan con-
cludethat while CareGroup started with
moredischargesfor thisDRG, thetrends
indischargesaremovinginoppostedi-
rections. Partnersisgaining coronary
bypasspatientswhile CareGroupislos-
ingthem.

Whenlooking at theregresson
for neonatal care (DRG 629), thedum-
miesfor thebig Partnersand CareGroup
hospital sareonceagainggnificant (Teble

Table 9: Discharges for Coronary Bypass (DRG 107)

1996 1997 1998

BI/DEACONESSMED CTR 413
BRIGHAM & WOMEN'’S 366
MASS. GENERAL 422

MA total

1999 % change

157 301 309 -0.2518
460 481 394  0.0765
414 390 378 -0.1042
2853 2743 2485 2452 -0.1406

Table 10: Discharges for Neonatal Care (DRG 629)

1996 1997 1998 1999 % change
BI/DEACONESSMED CTR 4580 4429 4459 4243 -0.0736
BRIGHAM & WOMEN’S 6970 7230 7770 8281 0.1881
MASS. GENERAL 1172 1708 1989 2298 0.9608
MA tota 70932 71047 72034 71489 0.00785
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A-12). Whilethe CareGroup coeffi-
cientispositive (3524, t = 24.24) and
greater than that of Partners (3016, t =
1.4), theinteraction terms have coeffi-
cientsof the samesign much likewith
the coronary bypass example.
Bigpart97 (384, t = 0.13), bigpart98
(748, 1=0.25) and bigpart99 (1154, t
=0.38) each have apositive coefficient
but at-valuetoo low to concludewith
confidencethat the valuesare correct.
Similarly, thebigcareinteractionshave
Seadily dedlining coefficientsthat arenot
gdidicaly sgnificant.

Heart failureand shock (DRG
127) holdsroughly the sameresultsas
inthepreviousexamples. Thebigcare
dummy hasahigher coefficient (355.2,
t = 22.57) than bigpart does (186.7, t
= 8.05) (Table A-13). While the
bigpartinteractionsfor 1997-1999 are
al positivebut inggnificant, thebigcare
interactionsbegin aspostive (bigcared7
=50.7,t=2.11) but then turn negative
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(bigcare99 =-48.4, t = -2.13) within
twoyears. Thisanalysiswould appear
to be reinforced by the raw numbers
(Table11). Overall in Massachusetts,
the number of dischargesfor heart fail-
urehasfalen 3% (570 patients), match-
ing thedeclineof the BI/D’sdischarges
(8%, 47 patients). In contrast, the
Brigham and the General have both
gained 15% (69 and 64 patients, re-
spectively). Thiscontinuesthetrend of
CareGroup hospitals starting with a
dightly higher number of discharges,
then progressively losing that advantage
over thefour-year period.

Vagina ddivery without com-
plications (DRG 373) continues the
same pattern aswith the other DRGsin
guestion. The Beth | sragl/Deaconess
beginswith ahigher average number of
dischargesthanthe Brigham and Mass.
General (bigcare = 2104, t = 24.49;
bigpart = 1809, t = 1.35) and thereis
agenera increasein Partners patients

Table 11: Discharges for Heart Failure
and Shock (DRG 127)

1996 1997 1998 1999% change
BI/DEACONESSMEDCTR 583 644 614 536 -0.0806
BRIGHAM & WOMEN'’S 391 388 445 450 0.1509
MASS. GENERAL HOSPITAL 438 486 484 502 0.1461
MA total 19274 19615 19993 18704  -0.0296

29



TheHarvard College Economist

combined with ageneral decreasein
CareGroup patients, althoughthet-val-
uesareinggnificant, again (TableA-14).
Although the market asawhol e experi-
ence minimal upward movement,
CareGroup had no changewitha5.9%
lossby the BI/D while Partnersgained
17%, led by a20%increasefrom BWH
and a whopping 119% jump in dis-
chargesby MGH (Table 12).

We see an across-the-board
increasein discharges from the large
Partnershospita srelativeto CareGroup

andthegtatefigures, dthoughfew of the
coefficientsare statistically significant
with 95% confidence. Thisindicatesa
growthinthenumber of high profit pro-
cedures conducted by Partners hospi-
tas.

Debt

From our calculation of theinterest ex-
pense/ net revenuesfor 1999, we see
that theratioishigher onthewholefor
the CareGroup network than it isfor
Partners network (7.56 vs. 6.62), but

Table 12: Discharges for Vaginal Delivery (DRG 373)

1996 1997 1998 1999 change (%)
BI/DEACONESSMED CTR 2768 2803 2777 2605  -0.05889
CareGroup 3640 3708 3780 3640 0.0000
BRIGHAM & WOMEN'S 4299 4506 5030 5157 0.1996
MASS. GENERAL 647 1122 1277 1417 1.1901
Partners 8178 8966 9343 9585 0.1720
MA total 44359 45365 45549 44896 0.01210
Table 13: Debt Load
Capita  Netinpatient Interest ex.
Expenditures Revenue Revenue
BI/DEACONESSMED CTR 27701866 328275736 8.439%
CareGroup 34115606 451545553 7.555%
BRIGHAM ANDWOMEN’'S 29296615 434285913 6.746%
MASS. GENERAL 28240134 473192585 5.968%
Partners 70107846 1058998272 6.620%
MA total 1999 hospitals(median) 4.825%
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both are higher than themedian for al
Massachusetts hospitals on the year
(4.83) (Table13). Asmentionedinthe
datasection, theratiosfor the networks
are possibly abetter indication of the
truenaturethan theindividua numbers.
However, if we chooseto assumethat
theindividual numbersareaccurate, we
canlook a thenumbersfor Beth Isradl/
Deaconess, theingtitutiontowhichthe
popular pressand thoseweinterviewed
attribute the bulk of the debt problems.
Theratiofor the BI/D isvery high com-
pared tothat of the Brighamand MGH.
Althoughinterest expense numbersfor
thetwo hospitalsare about even, both
theBWH and MGH have significantly
higher inpatient revenuesthanthe BI/D
does. Thesenumberswould lend cre-
dence to the popular theory that the
CareGroup network is being bogged
downfinancialy by itshigh debt load.

V. Conclusion

Onthewnhole, theguidancepro-
vided by the executivesweinterviewed
would appear to be atrue representa-
tion of thereal situation. Theanaysis
demonstratesthat PartnersHealthCare
owes alarge part of itssuccesstoin-
creased patient volume, likely aresult
of arecognizable brand name and fi-
nancialy sound network building with
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physiciangroups. Thedataclearly dem-
onstrates the Partners much higher
growth rate of discharges, for theflag-
ship hospitalsand for the network.

By comparing top 40 ZIP code
dischargedatatototd hospitd discharge
data, weget the sensethat Brighamand
Women'sand M assachusetts General
Hospitalsare doing agood job of pre-
servingthear corepatient areaswhilea o
succeeding at expanding their networks.
Beth Israel/Deaconess, on the other
hand, israpidly losing patientsfromits
top 40 and replacing them elsewhere,
indicatingthat itislosing the battlefor
patientsin areasin which it once suc-
ceeded. Not only does Partners get
more patientsfrom downtown and the
suburbs, thisappearsto manifest itself
acrossDRGswith Partnersdischarging
high-profit patientsat agreeter ratethan
CareGroup.

In accordance with the inter-
viewsbut somewhat surprising theoreti-
caly, thepricing datafailed to demon-
strate any significant evidence of pre-
ferred pricesreceived by Partnersover
CareGroup. Overdl, thelevelsof rev-
enue per patient were not different for
the Partners hospitals or the big Part-
nershospitals.
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L A timeline of Partnersand CareGroup
mergersis provided in the Appendix.

2 Paul Levy interview.

3Infiscal year 1999, Partnershad 123,225
patients discharged to CareGroup’'s 65,217.
Refer to Table 1.

4Kowalczyk, Liz. “500-700 Layoffsfor
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Glabe. Jan. 8,2002: Al

5Wilmsen, Steven. “Hospitals SeeLiver
Centers as Way to a Cash Transplant.”
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Chile’'s Neo-liberal Restructuring:
1973-1988

James Meeks
Abstract

This paper looks at the political economy of Chile, specifically fo-
cusing on the radical neo-liberal reforms that took place between
1973 and 1982 under the government of amilitary dictatorship. The
paper takes atheoretical approach to explain how the military gov-
ernment chose an economic package, and concludes that, despite
early economic instability and aseveredebt crisisin 1982, thethor-
ough trade liberalization introduced by General Pinochet was the
underlying factor that spurred Chile's 15-year economic expansion
under the subsequent democratic government.

|. Introduction

Theextremeturbulenceandin-
novaioninthepalitical economy of Chile
over thepast three decadeshas attracted
the attention of economic historiansand
foreign governmentsaround theworld.
After thirty-fiveyearsof Import Substi-
tution Industriaization (1) orthodoxy,
Chilehasseenradicd shiftsfromthefar
left sociaist administration of Salvador
Allendetothefar right military dictator-
ship of Augusto Pinochet, to the present
day democratic center-left ruling codi-
tion of the Concertacion de los
Partidos dela Democracia (CPD).

Such political change brought
withit fundamentd shiftsinthe Chilean
economy as well. In a 1973 bloody
coup, the military under theleadership

of Genera Pinochet disposed of demo-
craticaly elected Allende and spent the
next decadetrying to dismantlenot only
thesocidist reformsof Allende, but also
thebasic structure of thel Sl political
economy. Engineered by University of
Chicago trained academics (the so-
cdled“ChicagoBoys’), theradicd neo-
liberal policiesbased on government
non-interventionandtradeliberdization
made Chileaveritablelaboratory for
unrestricted market forces. Only after
the international debt crisis of 1982,
when political and economic pressures
forced more stateintervention, did the
Pinochet regimeattempt to mitigate cer-
tain market forces. Overall, however,
thisgrandideol ogica experimentintext-
book neo-classical economicshasin-
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Spired great debateinboth policy circles
andtheacademicliterature.

II. The Debate

Ononehand, Chilehasfar sur-
passed the rest of its Southern Cone
neighborsin economic growth over the
past decade, with GDPincreasing an
average of 8.3% ayear between 1988
and 1998.! As arecent World Bank
report sates: “ Chileiswiddy recognized
ashavingthemost open, stable, andlib-
erdized economy inLatin America with
a market-based economic system in
whichtheprivate sector istheengine of
growth and the public sector playsonly
aguiding and supportiveroleby setting
theground rules, compensating for ma-
jor imba ances, and maintaining macro-

economic stability.”? Productivity gains,
low inflationand high output growth have
made Chilethe only country in Latin
Americawithinvestment graderating
among USbanks. Thissuccesswaswell
received by other Latin AmericanLDCs.
by thelate 1980s, the“ Chilean Ortho-
doxy” was accepted as the model for
stabilization and structural reformsin
Bolivia, Mexico, Argentina, Peru, Co-
lombiaand Brazil 2

But, assomeeconomistswould
suggest, perhapsthe Chilean Orthodoxy
wastoo quickly accepted. At thetime
when other South American nations
began appropriating some of the neo-
liberal policies pioneered under the
Pinochet regime, thelong-term macro-
economic successof such reformswas

Tablet

Chile: Evolution of Growth and Exports

Growth of Exports  Growth of GDP Total Excluding Copper)

1960-1970 4.2%
1971-1973 0.5%
1974-1981 3.7%
1982-1989 2.4%
1990-1995 6.7%

5.6% 4.6%
-4.4% -11.9%
12.0% 20.9%

6.5% 8.2%
9.0% 9.8%

*note: 1960-70: 1S orthodoxy under Frei; 1971-73 socialist Allende admin-
istration; 1974-81 pre-crisisradical neo-liberal era under Pinochet regime;
1982-89 increased state intervention under Pinochet regime; 1990-95 demo-

cratic center-left coalition.
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less than clear. In the military
government’s fifteen year rule, GDP
grew only by an average of 3% ayear,
25 per cent less than average annual
growth rate at theend of the 1Sl years
between 1960 and 1970 (see Table 1),
and half the growth rate being experi-
enced by theLDCsof East Asiaat the
sametime. Infact, thetwo depressions
experienced during the Pinochet years
(1975 and 1982) had negative GDP
growth rates of -13.3% and -14% re-
spectively, far worse than anything ex-
perienced under the unstable Allende
years. Indeed, Chile€' srecent economic
success hasbeen amost entirely expe-
rienced under the more moderate poli-
ciesof thedemocratic codition admin-
istrationssince 1988.

If thecenter |eft democratic coa
lition of the 1990s met much greater
successin spurring GDP growth than
thePinochet regimedid under itsfifteen-
year rule, why wasthe neo-libera or-
thodoxy held with such regard?1 hope
to suggest inthispaper that GDP statis-
ticsare not adequate indicatorsin at-
tempting to understand the Chilean
economy betweentheyearsof 1973 and
1988. Amidthegrest turbulenceof vola:
tilegrowth rates, fluctuating unemploy-
ment and unstableinflation, an overly
sengitized Chilean economy wasinfact
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enduring great structurd changeinthese
fifteenyears, changethat created amar-
ket foundation that enabled long term
growth far beyond the years of the
Pinochet regime.

Werethe social and economic
costsof thisvolatileeraworththestruc-
tural benefits?Inapaper of suchalength
| am unprepared to say; infact, thesta-
bilization measurestaken by themilitary
regimeinthelate‘70scould providea
case study for the devastating effects
excessive market exposure can cause
tothefinancial market of aLesser De-
veloped Nation. Yet, amidst many het-
erogeneouspolicy falures, onepillar of
the neo-liberal reform package has,
morethan anything el se, created anen-
gineof sustainablegrowthfor the Chil-
ean economy: the shift from primarily
copper-based exportstoamorediver-
sfied and dynamic export market. The
tradeliberalization and export promo-
tion and product diversification carried
out throughout therule of the military
regime, and continued by thefollowing
democraticadminigrations, hasbeenthe
greatest success of the neo-liberal ex-
periment.

Inshort, despiteof (or, in some
cases, because of) mismanaged liberal -
ization policies, thebasic market diver-
sification that developed out of trade
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reform enabled Chiletomoveaway from
itsreliance on copper exportsasthesole
sourceof foreign revenue. Theefficient
exploitation of itscomparative advan-
tagesin theworld market created ex-
port led growthin productiveindustries
untgppedinthel Sl years. Althoughthere
wasas gnificant lag between export and
GDP growth, the new vibrant market,
withincreasing diversification and sta-
bility, must be seen ascontingent for the
economic success of the 1990s.

[11. Political Theory and
Practice

So much hasthe Chilean expe-
rience affected the psycheof political
economic theory over the past two de-
cadesthat contemporary theoristsfind
themselves combating the general as-
sumptionsthat seem to have developed
fromthe Pinochet yearsand smilar par-
dldsintheautocraticEast AsanNICs.
Haggard and Webb addressthe argu-
ment that authoritarian regimesmight be
moresuccessful at initiating reformsthan
democratic onesinsofar asauthoritar-
ianregimescan overrideinterest-group
demandsand general rest-seeking be-
havior.® Certainly the Pinochet regime
saw itself inthisrole. After decades of
what it percelved astherentier economy
of thel Sl days, the regimetook great
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painstoesablishitsdf asan autonomous
actor ensuring the publicgood: in 1977
Minister Pablo Baraona proudly de-
clared “We have never consulted the
agrarian producersfor the adoption of
any measure. Our decisonsarenot ne-
gotiated, and the government will not
dlow any pressureduringtheimplemen-
tation of its policies.”® Haggard and
Webbs' responseisthat thisargument
makes an ungrounded assumption that
any such leader would be enlightened,
abenevolent socid planner investedin
thewelfare of hiscountry. They point
out the numerousexamplesof countries
such as Albania, Iran, Myanmar and
Romania, inwhich policy migakeswere
S0 egregiousand self-serving that only
adictator could have sustained them.
The rational choice theorist
Mancur Olson, undaunted by the his-
torical examplesput forth by Haggard
and Webb, pogitsthat an autocrat ismost
inclined to maximize thewealth of the
country if hethinksheisa“stationary
bandit,” that is, if heassumesthat hewill
be entitled to the wealth of the nation
for an extended period of time. Olson
arguesthat if anautocrat “hasnorea-
son to consider thefuture output of the
society at dl, hisincentivesarethose of
aroving bandit,” 7 leading himto maxi-
mizehisaccesstothenation’swedthin



the short period of timeinwhich hehas
accesstoit, most often by employing
unsustai nable short-term growth mecha:
nisms. When actorsdo live out such
rational-choicedecisons, Olson’sargu-
ment seem prescient: when the Radical
Party in Argentinasaw itschancesfor
redectiondippinginthemid 1980s, the
government dramaticaly increased pub-
licexpendituresto earn popular andin-
terest-group support, inevitably send-
ing Argentinainto ahyper-inflationary
tailspin, with CPI increasing 1000% a
year. Despitethehistorical reality that
voterspunish rather than reward unsus-
tainable policy evenif they accrueim-
medi ate benefits, politica regimesinthe
1970sand 80s often madetheir * ratio-
nal’ choicesintermsof such short-term
cdculdions.

| propose that we consider
Pinochet and the military regime be-
tween the years of 1975 and 1982 in
light of Olson’s “stationary bandit”
theory. After successfully playing off of
Chile sstrong military and congtitutional
traditions, Generd Pinochet wasableto
ride the popular coup to power, and
solidify hisposition by fostering military
loyalty, upper and middle classsupport,
and aclimate of political fear induced
by politica violenceand repression. By
1975, Pinochet had “centralized
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[power] toan unusua degree®” evenby
the standards set by other dictators
throughout L atin America. After two
yearsof politica consolidation, Pinochet
assumed that hewould retaintheoffice
forlife, and certainly waswilling tofight
for it. Although many military and civil
opponents seriously challenged him,
Pinochet’s willingness to engage in
brinkmanship in order to retain power
secured hisauthority.® Because hefelt
(and asserted) histight control onthe
reignsof power, Pinochet began hiseco-
nomic restructuring plan as a secure
bandit, and enforced political reforms
withthismentdity for thefirst eight years
of itstenure. He brought in the team of
economistsknown asthe Chicago Boys
because hewas* impressed by the co-
herence and logic of economic models
and the emphasison the general wel-
fareof society, one sharply opposedto
the Marxist tradition but a so opposed
tothepoliticsof patronageand populist
appeals.’?” Pinochet leveraged hises-
tablished positionto give*“theteam con-
Sderablelatitude'’” insofar astheteam
assured himthat their policieswouldfur-
ther hisreign by establishing asound
economy underneath him.
Theeconomic policiesreflected
thispolitical security. Neo-liberal re-
formswere seen asthe opposite of the
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‘quick-fix’ scenario offered by populist
public expenditures. aseverecut in pub-
licexpenditures(public sector deficit de-
clined from 30% of GDP in 1973 to
5.4%in 1974'?) and ageneral decline
in stateintervention (selling of public
land, privatization of public banks, dimi-
nation of al non-tariff barrierstotrade)
wouldlead to short-term disruptions, yet
would in the long-term provide a
hedlthier macro-economic environment.
Becauseof thepaliticd isolation of the
autocratic economic policy makers, the
Pinochet regimewasableto present &
bilization measuresas* painful but nec-
essary” B without having toworry about
theinherent unpopularity that such mea-
suresgenerateinthe short-run. Inorder
to convince businessesthat they need
toadjust from 1Sl subsidiesand domes-
tic production to export markets under
new tradeliberalization measures, the
government must establish at least aper-
ception of commitment toitspolicy re-
forms; Pedro Arraigada suggeststhat
“Sability of macroeconomic policy, and
of theexchangeratepolicy in particular,
isthemost important exogenousfactor
determiningwhether thefirmwill become
involvedinexports.” 4

Yet, herewemust proceed with
caution. While Olson’ snormativetheory
isapplicableto Pinochet’sjustification
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for theradical neo-liberd reformsof the
“70s, hispositive assumptionsthat such
a‘dationary bandit’ would producethe
most effectivereformfallsshort. The
rationd-choicemode assumesthat well-
heeded self-interest will somehow be-
get themost effectivepalicy choices, yet
sound motivation should not beconfused
with prudent means. Whileliberdization
of Chile strade and financial markets
was much needed, the speed and se-
verity at whichit wascarried out threw
the economy into atailspin by 1982.
Reducing the averagetariff from 97%
to 10% by 1978 caused ahugeinflow
of importsat aratewithwhich theex-
port market could not catch upitsterms
of trade; importshad to befinanced with
foreign capital, and Chile' sforeign debt
grew to 20% of its GDP in 1979.%
Whentheinternationa debt crisishitin
1982, Chile's GDP shrank by 13%,
Setting the economy back almost three
yearsineconomic growth.

With the economic and social
upheaval of 1982-84, Pinochet saw his
statusasa‘ stationary bandit’ in great
danger, and had to adjust appropriately.
Ashisonly chancefor politica survival
wasto build support among the busi-
nesselite, Pinochet opened hisgovern-
ment to theinfluence of the powerful
codlition, the Confederation of Produc-



tionand Commerce (CPC), whichwas
made up of leaders from the mining,
agricultureand manufacturing sectors.
Purgingtheideologicdly driven Chicago
Boys, Pinochet appointed members of
the CPC asadvisorsto the Minister of
Fnance, wherethecoditiontook amgor
rolein defining the 1984 bailout pack-
agethat involved amoderation of the
neo-liberal policiesof the‘ 70s: export
subsidies, debt conversonto stimulate
new production activitiesfor export of
Specificgoods, active participation of the
statein providing market information,
andforestry subsdies.

Given the success of the re-
formsin returning theeconomy t0 6.7%
growthin 1984 and maintaining posi-
tive growth throughout the end of the
regime, wemust revisit theassumption
addressed by Haggard and Webb that
interest groupsareinherently rent seek-
ers. Eduardo Silva, in a somewhat
Marxist tradition, looksto the business
coditionsastheguiding forcein affect-
ing statepolicy. Silvasuggeststhat eco-
nomic*“policy requirescarriers’: while
thegatehasthejurisdictioninpolicy cre-
ation, businesses are the solemeansto
policy implementation. Without thein-
put and perspectiveof theindustriesthat
actualy haveto competein the sectors
that the state wishesto reform, policy
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measures become uninformed and
overly theoretical without thedesired
result of effectiveness. Thus, whenthe
autocrat isolated from rent-seekers, he
isasoisolated from the businessesthat
aretheenginesof theeconomic growth
hewishestoinspire.

I nterestingly, thecompaosition of
thebusi nessesimportant enoughto have
influence over state decision-making
processin 1984 was different than that
of ten years early. The inefficient
hacendados owners and the heavily
subsidized industries of the ISl days
collapsed or sold out if they were un-
ableto competeintheincreasingly com-
petitive market of the*70s. Oneof the
immediatelegaciesof theextremeneo-
libera policiesof the pre-crisisperiod
wasthe creation of asevere weeding-
out environment: according to Carlo
Pietrobelli, “in this period of abrupt
policy changes, structural transforma-
tionsand changing external conditions,
therateof firmmortdity washigh. The
successful exportersare, inaway, the
last survivorsof aharsh competitivese-
lection.” " These successful exporters
held great influenceinthe CPC by 1984.

It wasthese efficient producers
who survived theun-mitigated exposure
to international marketsthat werethe
bus nessesmost primed to benefit from
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asound macro-economic reform pack-
agein1982-83. All of theinefficient
producersfromthelSl daysthat relied
on rent-seeking behavior to maintain
profits either increased efficiency or
faledinthelate’ 70s, leaving primarily
thosefirmsthat had moreinterestinsta
bilizing the economy and returnto the
profitability levelsof beforethecriss,
rather than just leveraging their policy
influenceto accrueshort-termrentsfrom
the state. Hence, we could revisethe
traditiona model that all businessinter-
est-groupsarenaturaly inclinedtorent-
seek from the state (themodel that en-
abled theintellectud downfal of thelSI
theory) withanew model: thosefirms
that survivedin an effectively unregu-
lated, unprotected market areinclined
to advise the state to address broad
market failluresrather thanreturntothe
pre-liberalization daysof subsdiesand
strict regulation. Whiletherewere cer-
tainly rentsbeing taken (theforestin-
dustry wassgnificantly subsdized), they
were within the bounds sustainable by
themarket without crippling distortions.
Becausetherentswerealimited part of
thereforms, the macroeconomic poli-
cieswereableto jumpstart theeconomy
for the subsequent fifteen years of
growth.
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V. Economic Theory and
Practice

At the heart of the neo-liberal
reformsof the 70'swasthe belief that
stateintervention created indasticity in
theefficient dlocation of resourceswithin
theeconomy. Thereduction of govern-
ment spending, theredistribution of lands
taken by the state under the Allendere-
gime, the near elimination of tariff and
non-tariff restrictions, and thede-regu-
lation of thefinancial marketswereall
attemptsto let the market sort out and
reward thoseindustrieswithacompara:
tive advantagein international trade,
without the state deciding which sectors
should beartificially propped up. The
pendulum swung heavily fromtheeraof
extremegovernment intervention under
Allende, whereinternal and external
imba anceresulted fromapublic sector
deficit that increased from 6.7% of
GDPin1970to0 30.5% of GDPhy 1973
withinflation at 650% ayear despite
price controls, to the practically com-
plete removal of the State under
Pinochet.

Theimmediateresult of there-
formswasadramatic riseinimports.
Astheseimportswereflooding the do-
mestic market, another phenomenon hit
Chileinaway that, | hopeto suggest,
changed the make up of the Chilean



economy for thenext 25years theworld
price of copper plummeted. In 1973,
copper made up 81% of Chile's ex-
ports,*® thus, when world copper con-
sumptionfell by 25% by 1975,%° Chile
was|eft without itsmajor sourceof for-
elgn capita to pay for theforeign goods.
Theshort run phenomenon, asmentioned
earlier, wasan unsustainableincreasein
foreign debt. Thelong run effect, how-
ever, wasajolt to the Chilean non-cop-
per exports, which grew on averagea
remarkable 20% between 1975 and
1981, and hovering around 10% post-
crisisto present day (seeTable 1).
Perhgpsdrawing off of the Chil-
ean modd, Rudiger Dornbush suggests
that “together, deregulationand tradere-
form can shake an economy out of a
dow-growth trap, toward an accelera
tion of growth which then developsits
own dynamicsand financing.” * Look-
ing a theratesof export growthin Chile,
it would be hard not to consider the
country amodd of “export-led” growth
rather than“ growth-led” exports? es-
pecidly whenweobservein Table 1 that
GDPgrowthdid not fully catchupwith
export growth for another decade and
ahalf. Yet, more interesting than the
samplegrowth of exportsis, inmy opin-
ion, thediversfication of theentireex-
port marketin Chileinthefaceof former
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dependency on the copper market
aone.

Chile has greater copper re-
servesthan any other nation, holding
23% of all potential copper in the
world.? In 1972, President Allende
nationalized al of the nation’s copper
mines so that, once Pinochet combined
theeight biggest producersintothestate
run CODEL CO, the Chilean govern-
ment recelved total rent ontheindustry
which, in 1997, contributed to 7% of
GDP2 Giventhegreat importance of
copper to the Chilean government, itis
surprising that inthemid-‘ 70sthe state
encouraged non-copper exportstosuch
adegree.

Accordingto Michael Shafer,
theleading sector in which an economy
interactswiththeworld market will fun-
damentally affect the state’sability to
spur growth. Shafer describeswhat he
calsa*high/high sector,” suchasmin-
ing copper or drilling oil, which are
marked by high capital intensity, high
economiesof scale, and high produc-
tioninflexibility. Shafer arguesthat when
such sectorsdominate anation’sexport
market, then the leaders of the sectors,
being the main source of staterevenue,
haveincredibleinfluenceonthestate's
actions. Such actorsareempowered to
rent-seek and urgethe stateto restrict
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market forcesintheform of federd sub-
sidiesand regulation, thus preventing
greater competitionin potentialy more
productive sectors. Restructuring, which
Shafer describesasthe” sate-led effort
to redl ocate resourcesand reorient eco-
nomic activity by reducing acountry’s
vulnerability totherisk associated with
itscurrent leading export sector, or to
Seizegreater or safer opportunitiespre-
sented in other sectors” isgreatly dis-
couragedin countriesmarked by ahigh/
high sector.?*

Even in the face of such free
market dogma advocated by the
Pinochet regime, one cannot underesti-
mate the power of thistenaciousbrand
of rent-seeking behavior. Shafer’stheo-
retical market hasbeen theonly expla-
nation | havefound for why, when al-
most every aspect of the Chilean
economy wasradicaly liberalized, the
Pinochet regime not only refused to
privatize the copper minesthat were
taken over by the state under Allende,
but took action to consolidatethe eight
minesfor greater control and manage-
ability. Theinfluencethat the copper in-
dustry had onthe state did not go unno-
ticed by thebus nesscommunity: asone
businessman stated in 1979, “1 won't
ever go into exports, because as soon
asthe copper price goesup thewhole
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effort to promote exportswill halt.” %
Yet, in order to stabilize economic
growth, Chile needed to move away
fromthishigh/high sector dominancein
ways| will explain below.

| would arguethat thedramatic
tariff reduction and tradeliberalization
policies combined with thefortuitous
timing of theworld copper pricecrash
enabled state and market forcesto en-
courageadiversification of export pro-
ductionin order to pay for capital ac-
count balances. By the time copper
pricesrebounded to sustainable heights,
thesix yearsof rapid export growth that
had aready transpired ensured thefirms
asgnificant placefor ther influencein
shaping the state’'s export policies.
These firms then continued to spur
Chile's“export-led growth” despitethe
1982 crisis, and through the late el ght-
iesand early nineties.

V. Copper Exports

Given the abundance of re-
serveslocated inthe Andean highlands,
copper will dwayshaveamgjor rolein
Chile’'s economy. For the most part,
copper issomething that thedeveloping
world has, and the developed world
needs,?® and theimportance copper has
inbasi cinfrastructure devel opment en-
ablesan ever-present market. Yet, this



market fluctuatesasmuch asthat for any
other mineral, and, given thegrowing
market for substitutes, such asoptic-fi-
ber, the copper market is ever more
vulnerabletoingahility.

Despite the inherent market
voltility of copper, the Pinochet regime
refused to take measuresto cushionits
producersfrom pricefluctuations. Inthe
early ‘80s, Chile refused to enter the
developing world’'s copper cartel,
CIPEC. Not surprisingly, Chilebdlieved
that other nationswere not producing
at alevd of efficiency that CODELCO
had reached, and thus attempted to un-
dercut the market at cheaper prices.
Because Chile was producing more
than aquarter of theworld’ ssupply of
copper at thetime, CIPEC never mate-
ridized asapolitical force, leaving Chile
inthesamepostion: “theexcessverdi-
ance on the market mechanisms to
counteract fluctuation of the copper
pricesfailed to counteract vulnerabil-
ity."

Eventhough copper no longer
makes up the majority of Chile's ex-
ports, the volume of production still
greatly influences Chile. Antonio
Spilimbergo positsthat world copper
pricesplay animportant rolein short-
termfluctuationsand probably influence
the long-term growth of the Chilean
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economy: In three out of four copper
price cycles between 1987 and 1998,
GDP growth peaked one or two quar-
ters after the copper price cycle
pesked.Z Inal three cases, the percent-
age changein the price of copper (on
average around 30% in between the
peak and trough of one cycle) was
roughly equivalent to the percentage
changein GDR If thisnationa volatility
effect isthe case when copper makes
up43% of dl Chilean exports, onewon-
derswhat asimilar study would find
when copper made up 81% of all ex-
portsin 1974.

This volatility has an even
greater impact on other export produc-
ers within the Chilean economy.
Spilimbergo found alinkage between
Chil€e sreal exchangerate and the cop-
per cycle, insofar as during copper
booms, consumption of imported du-
rablegoodssignificantly increases, ex-
plaining the*excessvolatility’ of con-
sumption over the cycle.®® Thus, the
price of copper can crowd out thereal
exchangeratefor other goodsintended
for the export market despitetheir in-
ternal cost mechanisms. As Agosin
pointsout, “ export marketsarelimitless,
provided that countries’ sharesinthe
markets of theimporting countriesdo
not becometoo large. In other words,
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inorder for theexport-led growthto be
sustained on the demand side, the ex-
porting country must continue to be
‘smal’ inworld markets. Thisrequires
the ongoing diversfication of exports®.”
In order for Chile to succeed in pro-
moting different and varied goodsfor
the export market, it needed to grow
the nascent exporting firmsduringatime
in which the price of copper was de-
pressed. Whenwelook at rapid growth
of non-copper exportsover thelast 25
years, wemust focusonthegenesisfrom
1975-1982, for it was during those six
yearsinwhich exports exploded with
20% growth ayear as copper’s share
of theexport market wascut in half.

Themomentum of non-copper
export growththat beganinthe’ 70swas
so strong that, while Chilean copper
hovered around 45% of total exports
ever since 1981, itsshareintheworld
market went from 15.1%° to 34%in
1997, with twice asmuch market share
asthe next nation.* Copper salesgrew
40% from (US$2997.1million to
US$4168.7 million) between 1980 and
1988, and another 130% between
1988 and 1997.3* Now we shall look
at theindustriesthat were keeping pace
with such growth.

V1. Export Diversification:
Agriculture, Fishing, and
Forestry

Inthetradeliberdization days,
both market security and comparative
advantageissuesplayed apartininduc-
ing producersto focus on new natural
resource exports. According to Shanti
Chakravarty, agricultural goodsexperi-
enced much less price volatility than
copper, and thuscapita lending, which
wasoriented towardsmuch morestable
product profitability inthewake of the
turbulent years prior, tended to favor
such production.® Thefocuson more
inelastic goods such as apples and
grapes created a more stable market.
This, combined with thefact that Chile
had only to competewith Argentinaand
Greecefor supplyingthemgority of the
developed world with fresh fruitinthe
winter,* created adistinct comparative
advantagefor Chilean producers.

According to Carter, Barham
and M eshah, proponentsof agricultura
exports* stressthe macroeconomic ben-
efits, whichincluderising foreign-ex-
changeearnings, diversification of ex-
ports, and more efficient use of re-
sources.” ¥ If wearetoincludeforestry
andfishing under the broad category of
agricultura production, we can seethat
thistheory supportsthe Chilean modd.



Agricultural and forestry exportsgrew
fromUS$99.3 millionin’ 74to US$610
million in 1981 (1981 dollars),*® ac-
counting for thelion’sshare of Chile's
overdl non-copper export growthinthat
time period. Even despite the 1982
depression, fruit continued to grow at
17% yearly throughout the early ‘ 80s,
andfishexports(mostly sdmonand sea
bass) at around 14%, shooting up to
27% ayear after thecrisis® Altogether,
non-traditional exports practically
doubled between 1980 and 1988 with
sales increasing from US$1195.1 to
US$2037.5 million despitethe genera
economiclossesof 1982-83. Total cur-
rent dollar vaueof agro-forestry exports
in 1990 wastentimesthat in 1974.
Thisrapid market reorientation
wasnot just aresponseto tradeliberal-
ization, but also extensiveland reform
carried out by the Pinochet government.
Returning arableland to private owner-
ghip, themilitary government dlowedthe
market to put pressure on landowners
toproduce. AccordingtoLovell Jarvis,
“ acorollary tothefreemarket gpproach
wasthat government should not provide
specia assistanceto thereform sector.
Theland reform sector should bedis-
tributed asprivate parcelstoindividua
producers, who should be forced to
prove themselvesor sell their land to
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others.”® Thispracticeenabled alarge
degreeof land re-dlocation asthemar-
ket cleared inefficient producers: 57%
of theoriginal 48,000 beneficiaries of
landreform sold their land, while at the
same time total area devoted to fruit
cropsnearly tripled between 1974 and
1990.4

Despite such favorable statis-
tics, Carter, Barham and Mesbah con-
cludethat inthefirst stagesof thispe-
riod, real wagesdid not grow with ex-
port revenues, suggesting that perhaps
GDPdidtributionwasnot responding to
themacro-economicindicators. Thisis
most likely the result of the loss of
manual labor in favor of technology
transfersand economies of scale. The
World Bank Development Report
showsthat Chile'spercentage of |abor
forcein agriculture dropped from 47%
in 1965 to 31% in 1980, which may
account thelossof small farmsandin-
dividua landowners seeking employ-
ment in urban areas. During thisperiod,
| think it isimportant to notethat Sgnifi-
cant readjustment istaking placein the
Chilean countryside, the greatest aspect
being thereallocation of land. What we
can observeisthat those producersthat
thrived during thelate 70's, continued
togrow, consolidatingtheir holdingsand
increas ng productivity.
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Yet, duringthefinancia crisis,
these sectorswerehit hard: agricultura
GDPdropped 2.1%in 1982 and 3.6%
in1983. Tota cultivated areadecreased
from ahistorical average of 1,200,000
hectaresto 860,000.% Whilethe mis-
managed financial policies of the
Pinochet regime caused thedecling, itis
important to note that the growth rate
of world exportsbecame negative dur-
ing theperiod from 1981-1985, withan
averageannual decreaseof 1 per cent.®
Yet few nations seemed to be as hard
hitasChile.

Pinochet was forced to re-
spond, introducing more reasonable
policiesthat addressed market failures
and externditieswith moderately more
dateintervention. Protectivetariffswere
doubled to 20% and subsidieswerein-
troduced to theforestry industriesand
specific agricultural producers. Maria
Cruz explainsthat “when the Pinochet
regimenoted that export revenueswere
being addressed overwhelmingly to-
wards food imports, adecision to di-
versfy thesourcesof foreignexchange
generation and savingswastaken. Price
stability and profitability wereguaran-
teed to producers of somebasic food-
stuffsby establishing pricebands.”* |
would liketo modify her language, and
suggest not so much that the Pinochet
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regime‘ noted’ thisexport revenueim-
balance, but that theissuewas brought
totheregimeby thebusinesscodlitions.
It wasthe CPC and other businesselites
that directly influenced thereform pack-
ages of 1982 and 1983. Yet, because
thoseregimesthat survivedtheland re-
dlocationweretheonesinfluencingthe
government, the subsequent subsidies
werenot sunk costs, but acted asasuc-
cessful primeto awell-prepared and ef-
ficient pump. Indeed, averageyigldsin
basi cfoodstuffsincreased substantialy
after 1984; ineight out of 14 foodstuffs,
yiedsincreased between 50 and 70 per
cent from 1980 to 1986.% In fact, the
growth of moretraditional agricultura
products such aswheat, sugar and oil-
seeds helped usher Chilethrough crisis
back toitsremarkable 15-year trend of
positivegrowth.

VII. Conclusions

Althoughinitid congderation of
GDPgrowthisdisparaging, theneo-lib-
erd policiesof thePinochet yearscaused
quitesgnificant sructurd changesinthe
economy, thebenefitsof whichwerenot
fully gppreciatedin GDPfiguresuntil ten
tofifteenyearslater. Yet, duringthetime
period, positive changewas understood
to behgppening by many involved: more
gtableinflationand frequent (if not con-



stant) growth rates for the most part
defined the Pinochet years. Wereit not
for fisca mismanagement and over ex-
posure to international markets that
marked poor policy choicesinthelate
“70s, overal GDP growth would have
been much higher.%

Yet did such reforms have to
come at the cost of social disruptions,
wild economicfluctuationsand political
oppression?| think few could arguethat
itdid. Export and GDPgrowthratesdid
not filter down to the majority of the
population until the center-left demo-
cratic coalitionintroduced moresocia
and digributive programs. public spend-
ing on education increased by 150%,
on health 120%, and on housing 55%,
all programsthat suffered seriousne-
glect under the Pinochet regime. The
democratic government hasbeen able
to sustain and further the macro-eco-
nomic policiesbeguninthe‘70s—the
universal tariff wasreduced to 6% un-
der Eduardo Frei in 1998 —while es-
tablishing more moderate social pro-
grams. Indeed, the past decade under
the democratic government has seen
economicgrowthfar surpassng anything
experienced under themilitary govern-
ment (table 1).

The question to be asked, how-
ever, iswhether such thorough economic
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restructuring as occurred in the 70's
could have been possibleunder ademo-
craticregime?Thepaliticianstoday such
as president Ricardo Lagos who en-
couragetrade growth werethosewho
were bitterly opposed to the Pinochet
regime and the dismantling of the | S|
state twenty years ago. Evidence has
shown that the market allocation of re-
sourcesin agriculture and forestry was
far more effective in creating trade
growth than state policieshad been be-
fore1973. Theability for producersto
orient themselves toward an export
market during the copper depression
diversfied Chile'sexport profileenough
to eventually maintain grester balance
of trade stability and export-led growth.
Also, theelimination of inefficient and
rent-seeking producers in the 1970s
motivated theremaininginfluentia bus-
ness|eadersto encourage sound macro-
economic policy during the crisis of
1982-83.

Inall, however, thesereforms
could have been enacted far more pru-
dently. Tariff reductionsandtradeliber-
aization could have been enacted more
gradually so asto alow time for IS
manufacturers to readjust to the new
climate; asaresult of the over-aggres-
sgvepalicies, thevas mgority of Chile's
industrid sector collgpsed, reversangthe
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thirty year capital accumulationthat oc-
curred prior. Also, the Pinochet regime
could have opened itspolicy consulta:
tion to themore efficient businesslead-
ersearlier; theinfluenceof theacademic
and overly ideological Chicago Boys
created uninformed policy that ultimately
cost Chilefour tofiveyearsof growth
visavisthefinancia crisis. Most im-
portantly, however, arethelimitations
placed on natural resource exploitation:
thesmdl land areaof Chilelimitsfuture
entrepreneuria pioneering. New intel-
lectud andindustria frontierswill have
to be explored beyond the natural re-
sourceglut that Chileisnow beginning
toface.
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Feeling Tipsy: Non-Optimal Investment
By Venture Capitalists In Markets That
Face Increasing Returns To Scale

Josh Passman

Abstract

Whileinitial public offeringstypically underperform the market,
young Internet financial service companies showed exceptionally poor
performancein 1999 and 2000. Part of this decline may be explained by
conventional economic factors, but some of it may be linked to the
unconventional cost structure found in this type of firm. Instead of
facing decreasing returns to scale, these companies may have increas-
ing returnsto scale with a declining rate of increase that asymptotes
toward zero. If this relationship holds, we should expect to see several
atypical results including positive feedback, “tipping,” and perhaps
unanticipated poor earnings. Asaresult, inefficient firms may receive
funding, arbitrage opportunities may open, and many conventional
economic rules may not apply, even when players act rationally.

[. Introduction

Intheflurry of initia public of-
fering activity during 1999, E-Loan, an
Internet mortgage broker, attracted a
great ded of ock market attention. The
vaueof itssharesclimbedrapidly in July
after its1PO, but over the next year, it
declined precipitoudy by 96% over the
next 10 months. This remarkable
underperformance after IPO was not
uniqueto E-Loan: Infact, amost al of
the Internet-based financia servicecom-
panieslikeMortgage.com, Ameritrade,
and E* Tradefdl over 75% withinayear

of their highs of the summer of 1999.
Since most |POstend to underperform
themarket intheyearsfollowing their
issue, perhaps some of the Internet fi-
nancia serviceindustry’srecord could
beexpected. Yet thisnotably poor per-
formancerequires some additiona ex-
planation. Why did thistype of com-
pany suffer, when others prospered?
Undoubtedly, many of the answersto
this question are elusive or represent
market psychology, but at least some
appear tobedructurd. Youngfinancia
service companiesmight faceaparticu-
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lar typeof cost functionthat isdifferent
fromthat of many other industries (al-
though not necessarily fromall other in-
dustries). Instead of having decreasing
returnsto scaeasthey grow, they might
faceinitid economiclosseswithincrees-
ing returns, wheretherate of increase
gradually declinesto zero. Inthelong
run, margina costsareessentially con-
stant, so constant returnsto scalesetin,
asthey do in most commodity indus-
tries, and economic profitsclimbto zero.
Theimplicationsof thisabnormal cost
structurelead to several interesting re-
aults, including positivefeedback, “tip-
ping“ (to bedefined later inthis paper),
and temporarily poor earnings, which,
if unanticipated by the stock market,
might explain the severe degree of
underperformance. Evenmoresurpris-
ing, inefficient firmsmay receivefund-
ing, arbitrage opportunities may open,
and many conventiona economicrules
may not apply, even when playersact
rationdly.

II. Underperformance
Sincethestocksof Internet Fi-
nancia Servicefirmsperformed poorly
inlate 1999 and 2000, itisimportant to
determine if this decline can be ex-
plained by conventiond theoriesof 1PO
pricing. Jay Ritter notesthat IPOson
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averagetend to underperform the mar-
ket by 5.6% per year in thefirst five
years after going public, so perhaps
some of the Financial Servicedecline
can beexplained by hisresearch (11).!
His analysis finds that “the
underperformance is concentrated
among firmsthat went publicin heavy-
volumeyears, and for younger firms,”
both of which gpply tothelnternet firms
(11). Assuch, theorieslikethediver-
gence of opinion hypothesis, wherein
ebullient investorsbid highly under un-
certainty before much informationis
known, might explaintherinitialy high
stock prices, dthoughitisunclear why
financid serviceinvestorswould beany
moreirrationally exuberant than other
investors(14). Another theory, that com-
paniesgoing public during high volume
periodswill beovervalued, might aso
apply, butit failsto explainwhy compa:
niesin other sectorsgoing public at the
same time did not perform as poorly
(15). Other explanations, liketheim-
presario hypothesis, whichreliesonin-
vestment banksunderpricing sharesso
that thereistheillusion of excessde-
mand, do not clearly apply tofinancia
service companies (14). First, the
Internet Financial Servicefirmstended
to be backed by the most reputablein-
vestment banks, which Ritter shows



empiricaly helpslongterm performance
(11). Second, becausethesefirmsare
currently valued at lessthan their IPO
value, the apparent underpricing may
actualy beanoverpricing. Thus, while
many conventiond explanaionsfor long
run | PO underperformance do help us
understand someof the possible causes
for extreme financial service
underperformance, they seeminsuffi-
cienttoexplaintheentirety of itsmagni-
tude.

Sincegenera market explana-
tionsfail, it would beinstructiveto ex-
amineany causesthat might exclusvely
affect theInternet Financia Servicein-
dustry. Firgt, inspection of the potential
revenuesreamisinorder. Thisindustry
isessentially acommodity sector: one
company is as good as another, and
thereareessentialy notransaction costs
inchoosing between web sites. For ex-
ample, few consumerswould prefer a
checking account at Netbank as op-
posed to Telebank if servicesand inter-
est ratesare similar (which they are).
Similarly, most cusomerswouldonly be
highly committed to gpplying for amort-
gage at E-loan if the rates at
mortgagebot.com and other Siteswere
substantialy higher. Furthermore, snce
Internet Financial Servicesare essen-
tially equivalent to brick-and-mortar
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companies, they must dso competewith
the established firms, which enjoy the
advantage of reputation. Essentially,
these Internet firms should not expect
to garner monopoly profitsunlessthey
develop attractive technol ogiesthat no
other firmscan match.
Asidefromtherather conven-
tional revenue structure, theindustry’s
unusual cost structure should beexam-
ined. Fixed costs arerelatively high,
because processing financial datare-
quiresalargelabor base, extensvecom-
puter systems, and relatively large of -
fices to house employees and paper
records. Yetitismargina coststhat be-
have unpredictably. While most com-
paniesfaceeither decreasing returnsto
scal e because of decreasing returnsto
capital or constant returnsto scale (ex-
pansion by building morefactoriesal-
lows many companies to escape de-
creesing returnsto capitd), financia ser-
vicesfacetemporary increasing returns.
Margina costs might start out highfor
many reasons. Since effective process-
ing and marketing of such complicated
productsisvery difficult, asteeplearn-
ing curve may alow new firmsto be-
come better as time or experience
mounts. Financia servicesasorequire
customer trust, which requiresreputa
tion. Having alonger company history
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or having conducted moretransactions
should improvereputation and reduce
marketing expensesat themargin. Since
financia servicesfacealow demandfor
variety, economies of scaleonthede-
mandddearelikey (Shapiroand Varian,
188). Findly, ancefinancid servicepro-
cessing requires many people net-
worked together, supply-side network
externalitiesmay occur.2 Asaresult of
these phenomena, wewould expect in-
creasing returnsto scalewith financia
servicestartupsand firmsin any other
industry withsimilar cogts.
Unfortunately for financia ser-
vice companies, increasing returnsto
scale hasbounds. M ost secrets of pro-
ductionwill befoundrdeivey early,and
fewer and fewer new trickswill beleft.
Thus, thelearning curvewill only alow
decreasing costs temporarily.
Reputationd advantagescan only go so
far: few customers would feel that
Citibank issubgtantidly safer than Bank
Onebecauseitislarger or hasabetter
higtory. Third, sncethereissomefinan-
cid product differentiation, demand sSde
economiesof scaleonly work toalim-
ited extent.® Findly, the benefits of sup-
ply side network externalitiessubside
rapidly after themost important or larg-
est connections have been made
(Passman; Krugman, “Networks’).
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Empirically, we notice many of these
effects. A moderately large and estab-
lished mortgage bank liketheMarsnal
& llsley Corporation can process ap-
plications at approximately the same
cost asavery largemortgage company,
like Countrywide, but upstartslike E-
loan spend as much as seven times
more.*

[11. Stock of Business model
for Temporary Increasing
returns to Scale

A firmcompetinginanindustry
with constant returns to scale after a
period of decreasing margina costs(as
the amount of business conducted in-
creases) would face a marginal cost
curvesimilar to thefollowing decreas-
ing, asymptoticfunction:

MC(n) ::—g+c

Where:
c=cost of themargina unit at efficient
scale; when MC=c, there are no eco-
nomic profits.
c+d = cost of thefirst unit produced
n=number of units produced
MC =margina costs
g measures the curvature of the cost
curves. Specificdly,

dmc _

- dn(_g_l)
dn g



measuresthe s opeof themarginal cost
curve, or thedeclining rate of decrease
inMC, whereg>0.

Anti-differentistingMCinterms
of ngivesageneralized cost curve:
Total Codts,

TC = (L)n(l‘g) +cn+FC
1-9
where FC =fixed costs

Thiscost sructure suggeststhat
inthelong run, MC=c, wherethereis
no economic profit and an accounting
profitof “a” A youngfirm, whichisde-
finedashavingalow “n,” will facemar-
gind cogtsthat are higher than margina
revenue, using either economic or ac-
counting costs. Thus, it will requirein-
vestment from venture capitaistsor the
public, withtheformer beingmost likely
inthe earliest stages. Wemight further
assumethat afirm facing thiscost struc-
ture becomesviable, or salf-perpetuat-
ing, onceit showsno accountinglosses®
Whilemarginal capital will notearna
high return at thispoint, sincecostswill
declineinthefuture, at least all debts
can bepaid out of revenue, soafirmin
thissituationisnot in danger of bank-
ruptcy. | will definethispoint asthe*tip-

ping” point.®
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When MC=c+a, accounting
profitsare zero.

Oncen* goodshavebeensold, thefirm
“tips’ toward independent viability.

Toreachthistipping point, thefirm needs
to attain the following amount of cash
inflow:

1-g 1
TC* = CAH :%%Hg + B 4 rc
-gHRO an

Since the firm earns (c+a)n*
dollarsinrevenue, thenet VCinvest-
ment required to bring thiscompany to
accounting profitability is:

g 1
VCINVESE %%HQ +PH+re-cran*
~gffad O

19 1
VCINVEST :%%Hg +alP B+ rc
-gifa0 aQ

Sincethe patenting of business
modelsisnot acommon strategy for fi-
nancid services, we must consider that
other companiesmay enter the market.
Specifically, brick-and-mortar compa:
nies, whichmight mohilizethelr reputa
tion and efficient cost structure, could
enter the market and reach accounting
profitability quickly. Venturecapitaists
(VCs) would be better off lending to
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brick-and-mortar companies than to
sartupsif brick-and-mortar companies
could enter the market more cheaply
than could startups. Moreformally, if
VCINVEST isgreater than the cost of
anexigting company developingaprod-
uct and bringing it to market at account-
ing profitability, theVVC should not in-
vest inthestartup. Ontheother hand, if
the startup can reach thetipping point
for lessthan the cost of an established
firm, theVVC company shouldinvest. A
VC might also try to structurean “un-
fair’ dea whereit getsalarger risk-ad-
justed fraction of the profitsof astartup
than it would get from an established
company: if it succeeds, it might desire
toinvestinagartupwithreatively high
coststo reach thetipping point.

What do these non-optimal fi-
nancing decisonsimply for stock mar-
ket valuations? If the public does not
understand that the VC may have
fundedthewrongfirm, dueto asymmet-
ricinformation, I PO pricing might betoo
high. Whileasymmetricinformationgen-
erally increasesrisk and decreasesthe
expected value of acompany, Ritter’'s
divergenceof opinion hypothessshows
how it might increase stock prices. Sec-
ond, if the public fundamentally misun-
derstandsthe non-obviousimplication
that V Cswouldinvest imperfectly, they
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may systematically overvalue some
| POs, asPaul Gompersand Josh Lerner
have found (289-92). Long run
underperformance might be explained
differently. Evenif temporary decreas-
ing cost IPOsareinitialy priced appro-
priately, there are reasons they might
suffer along-term dumpinstock price.
Sincethey requirelong periodsof nega
tiveearningsbeforebecoming profitable,
the public might becomeimpatient and
unduly punish the stock. Anincorrect
estimation of the cost curve, wherein-
vegtorswrongly believed thefirmwould
atanprofitability earlier, would havethe
sameeffect onlong-term pricing. With
thesehypotheses, only inthevery long
run, oncethetipping pointisclearly vis-
ible, will thevalue of thistypeof firm
beginto risewith the market or outper-
formit.

VI. Time Model for
Temporary Increasing
Returns to Scale
Whiletheamount of bus nessconducted
shouldleadtoincreasingreturnsat some
leve, afirmmight alsofacelower costs
asitisinbusinesslonger, until it reaches
an asymptoticfinal cost structurewith
no economic profits. Timein business
should affect thelearning curve, allow
for making favorablelong-term adver-



tisng and partnership contacts, and help
reputation. Inthissituation, thefollow-
ing cost structure gpplies:

AVC:C+BEH
o°C

where:
c=cogt of themargina unit at efficient
scale (when AV C=MC=c, thereareno
economic profits .
c+d = cost of thefirst unit produced
t =timethe company hasbeenin
business.
AV C = Average Variable Costs
g measures the curvature of the cost
curves. Specificdly,
dAVC _
“dn
measuresthe d opeof themarginal cost
curve, or thedeclining rate of decrease
inMC, and g>0.

_gdt(_g_l)

Totd costsuptoany timep areobtained
by viewing the cost series:

T05+d BE$+ d B §+ %FC

oo 2

P
TCZFC+ZC+t%

t=

Asinthe* stock of businessmodel,” a
tipping point, t=t*, should occur when
accounting profitability isreached:
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c+ta=c+ dH
O*°C

- 4§
Oa O

N
9

Totd cogtstoreachthetipping point are:

1
D

TC*=CASH =FC+ Z c+—

Net VCinvestment isCASH-Revenue,
or;

2
VCINVESE FC+ Z C+t_9 —Revenue
1=

Aswiththe Stock of BusinessModd, a
VCfirmshouldonly investif it hasstruc-
tured adeal suchthat it can receivean
economic profit or if existing firmsneed
greater investment to reach accounting
profitability.”

V. Market Failure and
Venture Capitalists
A seriousimplication of boththe
timeand stock mode sisthat V Csmight
choosetoinvestincompanieswithrela
tively low societal returns. In other
words, they might make negative net-
present-val ue decisions because their
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private benefitsarehigher than society’s.
When might thishappen?Asaresult of
tipping, amost any company can be
brought to profitability eventually. A
benevolent economic dictator would d-
low only those companiesthat canreach
thetipping point chegply to recaivefund-
ing, but VCsmight not have the same
incentives.

One possible cause of thisin-
centivemisalignment isthat VCsare
most interested in their own return, not
inthelong-run return of acompany. If
managersof acompany far fromthetip-
ping pointarewillingtogiveV Csenough
equity to make the investment yield
greater than market risk-adjusted re-
turns, the VCswill financeit. Theex-
cess money paid to VCs must come
fromsomewhere. It might beatransfer
from the profits of the entrepreneurs,
whoredlizethat asmall returnontheir
ideaisbetter thannoreturnat al if the
V Csrefuseto fund them. It also might
comefromthepublic; shouldthey over-
value the company after PO, due to
asymmetricinformation, VCscan sdll
their shares at a premium. While
reputationa concernsmight reducethe
latter possibility, they are unlikely to
eliminateit entirely, becausethe prob-
lem of aV C bringing non-optimal com-
paniesto market ishard to pinpoint. In-
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vestorshaveno way of knowing which
companiesV Csturned down, so they
might not attribute poor long term per-
formancetothefinancier. Inany case,
poor long-term performancein onesec-
tor (just consdering companiesthat face
temporary IRTS) can have so many
causesthat it istoo noisy ameasure of
V C reputation to be of much usetothe
public.

V C collusion might also cause
non-optima tipping. In many cases, the
best decision for society would bethat
financiersfund established firms’ inno-
vaionintemporary IRTSindudtries. Es-
tablished firmsgenerdly haveaccessto
the public capital marketsor internaly
generated funds, both of which canbe
raised at relatively low cost because of
low information asymmetry (Baker and
Gompers, 3). VCsdemand alarger re-
turn, sothey will prefer to fund private
companies, ceterisparibus. Onereason
young companieswill pay higher inter-
edt ratesisthat information asymmetries
may allow managers*“toincreaserisk
toundesrablelevels,” sothey must com-
pensate for the risk (3). Yet startups
might also haveto pay higher interest
ratesif thereiscollusonintheventure
capital market. If thereexistsaninfor-
mal cartel that pushesup risk-adjusted
interest ratesfor startupshigher thanfor



established companies, VCswill have
anincentiveto fund only the startups,
regardless of whether they arecloser to
thetipping point or profitability. Might
thiscartel existinthe seemingly com-
petitive venture capital market? Ritter
notesthat “investment bankersrarely
compete for business on the basis of
offering lower underwriting discounts(or
gross spreads),” and the same may be
truefor VCs(3). SnceRitter showsthat
firmsbacked by experienced VCstend
to perform better in the stock market,
themarket for experienced venture capi-
taissmay haveexcessdemand and thus
aprice(measuredininterest rate) above
thecompetitiveequilibrium. A moregen-
eralized explanation for lack of compe-
titionin venture marketsisthat asolu-
tion other than the short-term Nash equi-
librium benefitsdl VCs. SinceV Csplay
financing gamesagainst each other fre-
guently, but only negotiate oncewith
any given entrepreneur, strategy for the
iterated game may beto bid lessthan
any company’struevaue. Thisway, in-
terest ratesaregreater than equilibrium,
and all VCsearn economic profits, a-
though there are consequences: public
market investment istoo low, and ven-
tureinvestment istoo high. Asaresult,
thewrong companies may befunded.
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V1. Combined Model for
Valuation of Startups
Facing Temporary
Increasing Costs

Whilel havedeveloped quali-
tativereasonsfor venture capitalistsin-
vestinginnon-optimal projectsthat face
temporary decreasing costs(whichaso
might explain some stock
underperformance), | havenot yet pre-
sented aquantitative case. Itisuseful to
start with the cost functionsderivedin
thetimeand stock models, dthough each
takenindividually provesinsufficient.
Since revenues are presented exog-
enoudly inthetimemodel, it issome-
what unsatiSfactory, eventhoughitsba-
sis, the tendency for afirm’s coststo
decreasewith time, seemsreasonable.
Similarly, sincethe stock of business
model doesnot includetimefactors, and
it doesnot discount costs, it too leaves
something to bedesired. Fortunately, it
ispossibleto combinethetime model
and the stock of businessto solved of
these shortcomings. This combined
model can be devel oped further so that
ityieldsaformal discounted valuation
model, which can hel p explain non-op-
tima VCinvestmen.

c = cost of amarginal unit at efficient
scde
ni = amount of business conductedin

61



TheHarvard College Economist

timeperiod*“i”

g =rateof decreasein costsat agiven
amount of production dueto previous
stock of production

d+c=cost of first unit of production
t=timeperiod

m = rate of decreasein costsdueto the
amount of timethefirmhasbeeninbus-
ness

dr = discount rate

Asisshownin previousmod-
els, marginal costsshould decreasede-
creasingly both with time and with
amount of businessasthey asymptote
toward thelong runmargind cost. Math-
emdicdly,

OMC(t,n) = a(t, n)i +blt, n)]
where a(t,n)<0 and b(t,n)<0, and da/
dt>0 and db/dn>0.

A total cost function that fitsthesere-

quirement follows:
Totd Cogtsuntil any giventime“h” are:

1-g
dn1 +cn1%i5+
E 1™ 0O
1-g
E%+ CHZ%—E'F
1-g¢g O

1-g
Ednh + cnh %im& FC
h™ 0O

TC =
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Discounting costs, atimeh

DTC (h,n) = FC +

h d
i=1Zt=1 El -9

Discounted revenues must also becal-
culatedtovaluethefirm. They forma
seriesdependent ontheamount of busi-
nesstransactedindl giventimeperiods
and the number of timeperiods.
Discounted revenuesat time*h” are:

OR = (e a) gy

n2
@+dr )

nh
@+dr )

(c+a) +...+

(c+a)

h ni

DR(h,n)=(c+ a)i gﬂm

Total Discounted Net Present
Value of Company isconstructed sim-
ply by subtracting thediscounted value
of costsfrom revenues.



TDNPV =im(y DR-Y DC)

h- o

where DR=Discounted Revenue,
DC=Discounted Cost.
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TDNP\=-FC+ i Eil ;)t_l %H@ﬂi—%% %ﬁ'g
i L+ar -

Aslong astheshapeof themul-
tivariablecost functionisknownandthe
VC firm can estimate the amount of
busi ness conducted per timeperiod, the
entrepreneurid firm'snet-present-value
canbecalculated arithmeticaly.

AVCfirmcaneasly cdculate
itsexpected return oninvestmentina
firmwith thiscost structure. Since ac-
counting profitsfirst occur at h* when
DR=DC, solving for theamount of in-
vestment required to bring thefirmto
accounting profitability

z DC- Z DR
yiddsnet VCinvestment inflow.
ROI = (Discounted Investment inflow)/

(Fraction of company owned by
VC*TDNPV)

Assuming TDNPV>>>0, the
VCfirmwill receiveahighreturnonin-
vestment if it can convincetheentrepre-
neurstogiveitardatively largeshareof
thecompany. If, astheory predicts, VCs
have some market power, they will be
abletotakealarger fraction of compa
niesthan their investments merit, and
they will receiveahigher returnthanthe
market asawholeyidds. Essentidly, if
venture capitalist ROI in startups ex-
ceedsROI for interna devel opment by
an established company, theVCwill d-
waysback astartup, evenif itisfarther
from accounting profitability. On the
other hand, if boththeentrepreneursand
theV Cshavegoodinformationand the
V Csdo not have market power, they
should negotiateagreementswhereboth
sgdesmakeno economic profits, but only
if the startups have potential to reach
profitability beforether established com-
petitorsdo.
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VII. Acquisitions and
Arbitrage Valuation

Thusfar, wehaveonly consid-
eredtheVC'srolein spurring or dis-
couraginginnovation. Aswehaveseen,
intemporary increasing returnsto scale
industries, too many entrepreneurial
firmsmay beformed, and stock values
for these companieswill often decline
shortly after 1PO. Established firmswill
also desireto enter the new industries,
but they will tend to competedisadvan-
tageoudly for funding and may not be
abletobuildinterndly, evenif it makes
economic senseto do so. Sincethees-
tablishedfirms' superior reputationsand
cost structuresrepresent opportunities
to add value to startups, established
firmsmight wishto consder acquigition.
If IPOs and potential IPOs are over-
valued, acquisition would not be avi-
abledrategy, unlessthequantity of vaue
addition exceedsthe quantity of over-
va uation. Both empirica evidenceand
theory suggest that that decreasing cost
|POsarenot overvalued in the mid-to-
long-term, however, so an arbitrage
opportunity existsfor established firms:
they can buy aninnovation relatively
cheaply, andjust by owningit, increase
itsnet-present-valueto begreater than
the cost paid. In the combined model
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for vauation, after anacquigtion, “g” and
“m” change such that profitability is
reached earlier intermsof both“n” and
“t.” While perhapsnot enough time has
passed for brick-and-mortar financial
service companiesto acquire Internet
startups, it will not besurprisingif such
eventsdo cometo passin the near fu-
ture. Internet firmswill need continued
infusionsof investment, but they may
have difficulty convincing the public
markets to lend to them at favorable
rates because of path dependence.! If
thetipping point appearsto befar avay,
investors must coordinateto savethe
firm: if someinvestorsfed that other in-
vestorswill not provide enough capita
to reach thetipping point, they will not
invest; if they feel that other investors
will invest, they will too. A negative con-
fidence shock could becomeaself-ful-
filling prophecy that leadsto the* bad”
equilibrium of bankruptcy, whereasa
positive confidence shock could start a
virtuouscyclethat leadsto the* good”
equilibriumof profitability. Inthecase
that anegative confidence shock affects
an Internet startup, itsvaluewill plum-
met, and an opportunistic brick-and-
mortar company could acquireit eco-
nomicaly and restart thevirtuouscycle.

Brick-and-mortar companies
considering acquisition of struggling



I nternet rival sshould pursue unconven-
tional tacticsdueto path dependence.
Whereasnormally the established firm
would buy as soon asan arbitrage op-
portunity opens, asdf-fulfilling negetive
prophecy incentivizeswaiting, asmar-
ket vauation will continueto dropwith
time. Thislineof thought leads oneto
believethat the established firm should
wait until stock pricefalsessentidly to
zero in order to maximize arbitrage
profit, but thisconclusionisnot quite
accurate. As market valuation falls,
other arbitrageurswill wishto acquire
the struggling company. Direct competi-
torsmight valuetheir rival merdly for lig-
uidation, sincethey candirectly useits
capital, assets, namerecognition, and
underpriced advertisng contracts. Capi-
tal, tangibleassets, and intangibleassets
can of courseeasly bedivertedto new
operations, and namerecognitioniscap-
tured by thenumber of cussomersasite
receivesnot asaresult of advertising,
all of whom can bediverted totheac-
quiring company. Internet advertising
contracts might be quite valuable, but
because of exclusivity and right of first
refusa, theonly way to gainthem might
beby buying out thecompetition.2 Thus
thearbitrageliquidation valueof afirm
onthepathtoward a“bad” equilibrium
[
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ALV =(red valueof contracts-
contract variable costs)/d + (unsolicited
traffic)(vauelvigtor)/d + (market value
physicd, financid, andintangible assets)
— (market value liabilities) + (1-tax
rate)(transferablenet operating losses)/
d, wheredisthediscount function.

If abrick-and-mortar suitor al-
lows market value to fall below this
amount, other companiesmight imme-
diately buy out thefailingfirm. A price
floor thereforelimitspotentid arbitrage
profits from path dependence, but it
doesnot diminatethem completely.

VIII. Conclusion

Whileincreasing returnsarenot
anew concept to economics, as Paul
Krugman explains, their importanceis
generally downplayed dueto concep-
tud difficulties(Krugman, “TheLegend
of Arthur”). Thecaseof firmswithtem-
porary decreasing costs to scale and
time, specificaly Internet financial ser-
vicecompanies, whilerepletewith prob-
lemsregarding expectations, seemsto
beaparticularly intriguing and soluble
example. Themarket and venture capi-
talistsmay fund startupswithrelatively
high costsand refuseto fund established
companies with better prospects for
perfectly understandablereasons. The
resulting |POsmay experiencesignifi-
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cant underperformance dueto conven-
tiona economicfactorsand aso dueto
phenomenauniquetoincreasing returns
industries. Long term success appears
to be dependent on reaching atipping
point before negative confidence shocks
beginasdf-fulfilling prophecy of bank-
ruptcy. Fortunately, arbitrage opportu-
nitiesfor established firmsmight exist
where failing companies can be eco-
nomically acquired and righted toward
the profitableequilibrium. If marketim-
perfectionsallow poor economic deci-
sonstobemade, at least thestuationis
salvageable. Unfortunately, the same
cannot be said for theenthusiasticin-
vestorsin E-loan.

Endnotes

! Ritter’slong run performanceanaysis
containsfar moredatathan canbegath-
ered from the new Internet Financial
Servicefirmsthat havebeen publiconly
onetotwo years. | admittedly stretch
thedefinition of “longterm” by gpplying
Ritter’ sargumentstothem, dthoughtheir
“short term” erahasclearly passed.

2 For example, mortgage processing
requires|oan advisors, |oan processors,
compliance, credit checkers, and ser-
vice. These peopleal must communi-
cate on anetwork, and the larger the
network is, themorevaluableitis, be-
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causetasks can be distributed to more
people.

3 Mortgage companies must offer dif-
ferent term loans, fixed rates, and
ARMs. Credit card issuers generally
offer severd typesof ffiliate programs,
including card design and bonus ben-
efits

4 See SEC filings at http://
guote.yahoo.com.

5 Alternatively, “viable’ might bedefined
asrequiring no further capital inflows
fromthepublic or venture capitalists.
5“Tipping” isgenerally usedinrelaion
to positive feedback to describewhen
amarket adopts*“asingletechnology or
vendor” after reaching acritical mass
(Shapiroand Varian, 187). Inthiscase,
“tipping” describesasinglefirmreach-
ing self-sustainability because of posi-
tivefeedback. Thisanayssintroduces
the seriousquestion of path dependence.
AccordingtoW Brian Arthur, “multiple
equilibria” could exist, and the
economy’sactua outcomemay not nec-
essarily arrive at the “best one” (1).
Adapted tothisdiscussion, Arthur’sar-
gument would suggest that aviablecom-
pany that will earn future profits (or at
least no economic profits) might not
developif it hasthebadluck not toreach
thetipping point. For example, assum-
ing Mortgage.com would eventually



competefavorably with other mortgage
companies, if investorsfailedtogiveit
enoughinvestment toreachthe*tipping’
point, it would go out of business. On
theother hand, if it rai sed sufficient capi-
tal, it would become avaluable com-
pany.

"Itissomewhat moredifficult to gauge
net investment in thetime model, be-
causerevenueisindependent of costs.
If afirm conducts much businessinits
early years, whenlossesarehigh, it will
requireardatively largeamount of VC
investment. If thefirm conductsthema:
jority of itsbusinesslater initslife, itwill
requiremuch lessinvestment. Thestock
of businessmodel, on the other hand,
accrues costsindependent of when they
occur inthefirm'slife.

8 Thisandys sassumesfirmswent pub-
lic beforeshowing accounting profitabil-
ity, asInternet financid serviceshave. If
|POs are already profitable, path de-
pendencedueto public sentiment should
not occur.

% For example, Yahoo hasan exclusive
advertising agreement with E-loan.
Other companiesmay wishto pay more
than E-loan pays, but they cannot. In
generd, advertisementsfor financid ser-
vice companieson theInternet tend to
be underpriced, because demand far
exceeds supply. Thus since value is
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greater than cost, advertising contracts
have arbitrage value. While sitesmay
eventually increase ad costsfor finan-
cia servicefirms, contractsmay make
thisprocesslong and difficult.

(Note: Sincepublication, E-loan’scon-
tract with Yahoo hasexpired. Thedot-
comimplosion hasseverely restricted
thevalue of exclusive marketing con-
tractssince mid-2000.)
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The Market Transition:

Capital Account Liberalization in

Central and Eastern Europe

Ryan Myers
Abstract

As the countries of Central and Eastern Europe emerged from
the cloak of Communism over a decade ago, one major task
for the new governments was to attract capital that had previ-
ously been supplied by a central planner. Most of these
governmentes were already preoccupied with serious macro-
economic problems such as unemployment, inflation, and debt
overhangs caused by years of poor management and by the
shift toward privatization. Therefore, a wide array of capital
controls were installed in an attempt to shelter these fragile
economies from speculative attack. This paper examines vari-
ous controls used and empirically analyzes the efficacy of such
controls in governing capital flows and instilling confidence

in these nascent capital markets amidt economic turmoil.

[. Introduction

Class ceconomictheory adver-
tisesmany benefitsof unrestricted glo-
ba capita flows. Unfettered capita will
moveto internationa destinationsmost
inneed of it by virtue of thereturn pre-
mium. Investorsbenefit, recelving both
ahigher return and lower risk through
portfoliodiversfication. Recipientsof
foreigninvestment benefit, being ableto
financetheir project at alower cost of
capital. Nevertheless,in 1997, 144 out

of 186 world economiesdtill maintained
sgnificant capita controls* Amongthis
group, the economies of Central and
Eastern Europewerewel | represented.
Yet these countrieshavefaced avariety
of chalengesthat othershavenotinclud-
ing privatization, commercidization, and
macroeconomic stabilization. Toward
achieving these goals, transition
policymakershave utilized avariety of
different capital controls. Thispaper will
investigate the effectiveness of these
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controlsinthetrangtion processand their
influence on actual capital flows. Dis-
cussionisdividedintofour stages. | be-
ginwith abrief background of world-
wide capitd liberdization and contem-
porary argumentsfor and against capi-
tal controls. Next, | examine the
macroeconomy and control choices of
ten specific countries of Central and
Eastern Europe over the past decade.
| then review some unforseen and det-
rimentd effectsof controlsinthesecoun-
tries. Findly, | incorporateresultsfrom
empirical work which linkscontrolsto
capita flowsand discusspotentiad prob-
lemswiththestudy.

II. Background

Capital account liberalization
has been slow even for
macroeconomically stablecountries. In
1946, the Bretton Woods agreement
became the backbone of the interna-
tiond monetary system. Withtheagree-
ment for fixed exchange rates,
policymakers encountered the policy
“trilemma’ and wereforced to choose
between perfect capital mobility and
domestic monetary policy efficacy.
Hence, many economieschosetoinsu-
latedomesticinterest ratesfromforeign
exposurethrough theimplementation of
capital controls. The Bretton Woods
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agreement itself condoned the use of
such controls: InArticle VI, Section 3,
it stated that member countrieswereal-
lowed to impose“ such controlsasare
necessary toregulateinternationa capi-
tal movements.”? The collapseof fixed
exchangeratesin 1973 allowed most
world economiesanew chancetolib-
erdizecross-border cgpitd movements.
The countriesemerging from the cloak
of Communismintheearly 1990shave
attempted the same liberalization in
roughly one-thirdthetime.

Thisisnot to suggest that the
decisionto liberalizeis unequivocal.
There exist many dangers to perfect
capital mobility. Theprincipal danger
and the primary motive behind thein-
stallation of capital controlsisthe po-
tential for speculation and capital flight.
Thisproblem caneasly arisewhenlarge
inflowsaretooliquid. Whilelong-term
capital inflows, such asthose provided
by foreign direct investment, are ex-
ceedingly beneficid inbuilding thecapi-
tal baseof acountry, other investments,
namdy short-terminvesmentswithvery
highliquidity, areexceptiondly volatile
and canflow out of acountry asfast as
they flow in. These dangers amplify
themsealveswhen macroeconomic sta-
bilization has not been achieved. The
IMF Annua Report for 2000 statesthat



“Countrieswith seriousmacroeconomic
imbalances, and no credible prospects
for correction in the short run...have
regularly been unableto addresslarge-
scalecapital outflowsby using capital
controls.”® Capital controls can only
mask larger policy or regulatory prob-
lems and when substituted for macro-
economicreform, they will only aggra-
vate the problem and open the door to
potentia crises.

A speculdiveattack canquickly
becomeamassive capitd flight suchas
occurredintheAsanfinancid crigsfive
yearsago. From 1996 to 1997, $105
billiondollarsin speculativefundsfled
East Asa* However, foreigndirectin-
vestment, representative of long-term
capital flows, remained unchanged.
Over the last decade these types of
specul ative currency attacks have be-
comeincreasngly commonplace. Many
blametherapid liberalization of capital
flows.> Foreign flows of capital into
emerging marketshavegrown dramati-
cdly inthelast fifteenyears, from $34
billionin 1988 to $256 billionin 1997.5
With these huge movementsof capital,
the countries of Central and Eastern
Europe are especialy proneto specu-
lative attacks sincetheir nascent econo-
miesaresofragile. Thisiswhy, dthough
desperatefor capita inflows, many have
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erred onthesideof precaution and have
chosen extensive controls.

A rational approachto capital
controlshifurcatesflowsinto short-term
andlong-term. Thetypical long-term
flow involvesforeign directinvestment,
which by itsnature, involves some on-
goinginterest in thetarget country. A
typical short-term flow may smply in-
volvepurchasng eguity inaforeigncom-
pany, equity which can be bought or
soldwithlittleplanning. Theanswer to
the choice of capital controls seems
graightforward: Allow long-termflows
but partialy or fully prohibit short-term
flows, especidly outflows. Thedangers
of thissmplified perspectivewill bedis-
cussed later. Many other issuesare at
play, particularly for the emerging
economiesof Central and Eastern Eu-
rope (CEE). Thegovernmentsof such
economiesmay beundertaking restruc-
turing projects, theeffectsof whichthey
would like to be focused within their
borders. Additiondly, they may befun-
neling money into infant industriesthat
aretoofragiletoinitially competewith
foreignequivaents.

However, thereexissamyriad
of positive externalitiesfor CEE coun-
trieswith freeaccessto long-term capi-
tal. Intheir article, “ Capital Flowsto
Eastern Europe and the Former Soviet
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Union,” HansPeter Lankesand Nicho-
lasSterndiscussvariousbenefits “ These
flowsbring new methodsof businessor-
ganization, new technol ogies, and pow-
erful influencesonthebuilding of finan-
cia, regulatory, and other institutions.
They help establish thefinancia disci-
plinethatiscrucia totheeffectivefunc-
tioning of amarket economy. Thustheir
impact goesfar beyondthesmpleavail-
ability of resources.”” Policymakersof
Central and Eastern Europe saw these
potential benefitsof long-term capital,
but acritical questionarose: How quickly
toliberalize? Ashasaready beendis-
cussed, opening an economy to inter-
national capital flowsbefore the mac-
roeconomicinfrastructure hasbeen de-
veloped isdestabilizing. IMF econo-
mist Manud Guitidn statesthat “ Gradua
opening softenstheinroads of externa
competition and provides|eeway for
domestic preparation to confront that
competition. But precisely by giving
timeto adjus, thereisno guaranteethat
thetimewill beusedto preparefor ex-
ternal competition asopposed to con-
tinuing to exploit the opportunitiesof a
closed or partially closed economy.”®
Hence, the governments of CEE must
beefficient with their time, placing all
their energy intoonetask at atime: first
reform, then capita mobility.
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Most countriesof Central and
Eastern Europe followed thistype of
reasoning in formulating the appropri-
ate capital controls. They first pro-
ceeded with fundamental reformssuch
ascontrallinginflation, paying off debts,
managing privatization. All target coun-
triesopened uptoforeign direct invest-
ment first, but beyond thiscommon ele-
ment, they approached capital account
liberalization very differently according
totheir particular macroeconomic cli-
mate. They received similarly diverse
capital flow responses. Below, | briefly
review theeconomicissuesfaced by the
ten target CEE countriesover the past
ten years and some capital controls
implemented:®

Bulgaria: Whenthe USSR col-
lapsedin 1991, Bulgariawas|eft with
an obsoleteindustrial base. Thiswas
theprincipa motivebehind thecountry’s
immediate desireto attract foreign di-
rectinvesment. Thecountry technicaly
maintained capital controlson FDI, al-
thoughthisonly requiredregistrationwith
the Ministry of Finance and largetax
breaks were offered to foreign direct
invegtors. Significant restrictionsonfor-
eign portfolio investment existed until
1997.

Czech Republic: Their transi-
tionwasgoing well until afinancial cri-



sesin 1997. Thiswas caused by wor-
riesthat the growing current account
deficit would soon be unsustainable.
Thecentral bank lost $3 billioninfor-
eignreservesbeforeletting the previ-
oudly banded fixed exchangeratefloat.
Stll, itisconsdered theleast risky coun-
try of theteninwhichtoinvest accord-
ing Euromoney magazine. Thisstudy will
bediscussed |ater. The Czech Repub-
lic hasretained extensive capital con-
trolsover thelast 10 years.

Estonia: In 1994, Estoniadra
matically reduced itscapital controls.
Still, it did not attract significant levels
of FDI until 1997-98. Estoniawashit
rather hard by the Russan financid cri-
sisof 1998.

Lithuania: Alsohit hard by the
Russian crises of 1998 because of its
heavy trade with Russia. Along with
Estonia, Lithuaniahashad very liberd
capita restrictionsthroughout itsshort
history.

Hungary: Beganthetransition
with the highest levelsof FDI through
proceeds from its rapid direct
privitization. Throughout thelast decade,
Hungary hasnot had sgnificant controls
onforegndirect or portfolioinvestment.
Foreign direct investment surged in
1995, thelast year the country offered
FDI tax benefits.
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Poland: Certainly one of the
most economicaly stablecountriesover
the past decade of reform. Took avery
gradua approach to capital account lib-
eralization, still maintaining acomplex
codeof capital controls. Poland (dlong
with Russia) hasbeen oneof thelargest
recipientsof capital from foreign port-
folioand equity funds.

Romania: Sgnificant exchange
controlswereimposed in March 1996
to contain theforeign exchange market.
When the exchange controlswerere-
moved, the exchangerate overshot its
equilibrium, indicating that the controls
had been effective.

Russian Feder ation: Russia
began agradua processof liberalizing
their capital account early inthe 1990s.
It opened up significantly to foreign
portfolio investment in 1996 when it
achieved current account convertibility.
Most other capital account transactions
required the approval of the central
bank. Foreigndirect investment saw a
surgein 1997 duetolarge privatizations
intelecommunicationsand oil sectors.
In August 1998, therublecollapsed and
Russiadefaulted on approximately $40
billion of rublebonds. Russiaimple-
mented emergency capital controlsaf-
ter losing $16 billionfrom capitd flight.
Becauseof thisand itsobscuretax code,
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Russahassncebeen consdered arisky
country inwhichtoinvest and hasseen
proportionaly low levelsof foreignin-
flows. It hassinceretained significant
capital controls, butinpractice, they are
not effective.

Slovakia: Has experienced a
very difficult trangtion. Itsuseof capi-
tal controls has resembled the Czech
Republic'ssincether formal separation
in1994.

Sovenia: Suffered capitd flight
in 1998 in part dueto Russia'scrisis.
Soveniahasrecently been openingsg-
nificantly toforeigninvestment, remov-
ing many strict controls.

Macroeconomicissuesclearly
play apivotal roleintheinternational
capital game. Theuseof capital con-
trolsto conceal macroeconomic defi-
ciencieswill havedetrimental effects.
Many of these effectsare unforseento
policymakersand run counter tointui-
tivereasoning. Countrieswishingto at-
tain rapid growth and prosperity will
naturaly want to remain opento capita
inflowsfrom abroad without surrender-
ing any of their own domestic capital.
Policymakersbelievethat thisismost
beneficia tothegrowth of domesticin-
dustry, however thesetypesof restric-
tionsactudly handicap growth. By sedl-
ing of f residents from outside capital
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markets, the controlson capita outflows
also sedl them off from valuableinfor-
mation about the international
economy.’° If acountry isindeed wor-
ried about the possibility of theflight of
domestic capitd, it should examinethe
morefundamental causes.
Beyondinjuringdomegticindus-
try, controlson outflowsof foreign capi-
tal and resident capital will repel foreign
investment aswell. Such controlswill
negatively affect consumer confidence
through signaling. Inarecent discus-
sion | had with Professor Richard N.
Cooper of Harvard, he stressed theim-
portanceof property rightsin attracting
foreigninvestment.* Naturaly, acom-
pany from country A will only under-
takeaproject in country B only if 1) it
foreseesapogtivenet present vaueand
2) it hasguaranteeson therepatriation
of profits. Whenacountry placescon-
trolsontheoutflow of capitd, evenres-
dent capital, it implicitly weakensany
such guarantees. Richard J. Sweeney
of Georgetown explains how this
mechanism functions: “Though the
government’sactionsreved that it cur-
rently thinksoptimal controlsareonly
ondomesticresdents, theforeigninves-
tor knowsthat inthefuturethegovern-
ment may decidethe optimal level in-
cludessometransactionsof foreignin-



vestors.? With thesetypesof controls,
thelittle capital they receivewill not be
abletojump-gtart fledglingindustries.

Deterrents of capital inflows
spawned by questions of believability
need not bedirect such asprohibitions
on capital outflows: “In practice
repatrigtion...may requireadministrative
clearance; for example, inmany libera-
izing countries, theinternational inves-
tor wishing to withdraw capital must
satisfy the government that all tax obli-
gationshavebeen met. Theseadminis-
trative issues are subject to abuse to
satisfy balance-of-payments or ex-
change-rategods.® Deterrent controls
may beindirect and even hidden, inter-
twinedinthetax sysem. Thisisthecase
with RussaasFormer Treasury Secre-
tary W. Michad Blumentha explainsin
hisportion of thearticle” Capital Flows
to Eastern Europe.” He statesthat the
tax systemisso arbitrary, that compa
nies are sometimes slapped with huge
corporatetax rates, frequently foreign
companiesaretargeted. Thisoffersa
powerful explanationto the proportion-
aly low levelsof foreigninvestment.
Moregeneraly, welearn that govern-
ment credibility playsalargerolein at-
tracting foreign capita, and that attempt-
ing to control outflows can negatively
affectinflows.
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[11. Empirical Work

Working with capital control
data, | sought tofind theeffect of differ-
ent restrictionson the capital flowsin
Bulgaria, the Czech Republic, Estonia,
Hungary, Lithuania, Poland, Romania,
the Russian Federation, Slovakia, and
Slovenia Eachyear, thel MF publishes
the Annual Report on Exchange Ar-
rangementsand Restrictionsinwhich
they describein detail therestrictions
governing varioustypesof capitd flows.
Inorder to simplify thetesting, | chose
threetypesof transactions: direct invest-
ment, portfolioinvestment, and cross-
border bank lending. For thelatter two,
| documented restrictions on both capi-
tal inflowsand outflows; for directin-
vestment, | only documented controls
oninward (or foreign) direct investment
sncedataon outward direct investment
controlswerelimited.

| included two other indirect
controlsthat | thought wererelevant.
First, many countries, especidly inthe
first few yearsof trangition, offered tax
breakstoforeigndirect investment, re-
ducing their tax billsby upto 70%. For
many companies, thismay have pushed
certain projects into a positive net
present value. Secondly, | included a
dummy variablerepresenting agovern-
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ment guarantee on the repatriation of
profits. Unfortunately, as| discussed
earlier, aguarantee on paper does not
dwaystrandaeintoaguaranteein prac-
tice. InBulgariaand Russa, forinstance,
foreigninvestment law provided aloop-
holewhich permitted expropriation of
foreigndirect investmentsfor national -
izationthroughthelega process. Itis
becauseof theseingtancesthat | included
an additiond variable measuring coun-
try risk. The periodical Euromoney
publishesareport annudly ranking 180
countriesonoverdl risk.”® Thisindexis
standardized acrossyearsand measures
primarily financid risk, but asoincludes
political risk and risk of default. Partly
dueto policiesdiscussed above, Russa
and Bulgariareceivethelowest aver-
age scorewhichtrandatestothehigh-
esinvementrisk acrosstheeght years.
One way | could have ap-
proached the problem of isolating the
effects of capital controls on capital
flowswould beto run 10 separate re-
gressions, onefor each country, using
net capital flowsasthe dependent vari-
ableand the seven capita control dum-
mies as the independent variables.
However, | would have had too few
observations, using one per year. For
certain countries, dataisnot available
al theway back to 1991, either because
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it wasnot reported or because the coun-
try didnot exist. Additiondly, andmore
importantly, | would havehadtoollittle
variation among those samples since
each country’scapital controlschange
infrequently, yet Sgnificantly.

For these reasons, | opted for
stacked data, putting all observationsfor
all countriesand yearsinto oneregres-
sion. Using this method, | included
GDP to contol for the size of each
economy. Therewere 80 samples, one
for each country / year combination (10
countries; 8 years from 1991-1998).
Thecapita control datawereall gath-
ered fromthelMF sAnnual Report on
Exchange Arrangementsand Restric-
tions.’® The component flow data---
foreign direct investment (FDI), out-
ward direct investment (ODI), foreign
portfolioinvestment (FM), and outward
portfolioinvestment (OPI)---wasgath-
ered from the Economist Intelligence
Unit.Y” All other dataused was gath-
ered from the World Bank’s World
Development Indicators!® and
Euromoney magazine. All regressions
discussed areavailablein the Appendix
along with akey which explainseach
vaiable.

Inthefirst regression, predict-
ing net capital flowswiththeseven con-
trols, GDPR, andrisk, | foundlargely in-



sggnificant results. Oneitemthatissig-
nificantisthe coefficient for tax benefits
onforegndirectinvesment. Half of the
target countries offered some form of
tax relief at some point over the eight
years, leading to atotal of 24 country/
year combinationswith FDI tax incen-
tives. Thetax benefit coefficientisthe
largest out of al of themandispostive,
indicating that, controlling for GDP, of -
fering tax benefitson FDI led to an ad-
ditional $1.3billionin capital inflows.
Another control emergessomewhat Sg-
nificant: that on inflowing bank loans.
Further, thecoefficientispostive. This
iscounterintuitive because onewould
expect that being closed to forelgn bank
loanswould hurt capital inflows. Itis
possible that maybe those countries
closed to such loansreceive adequate
financing through other means. A third
coefficient worth mentioningisthat on
foreigndirect investment controls. Al-
though the coefficient waslargdy indg-
nificant, itisnegative, indicating that re-
grictionsonforagndirectinvestment will
have anegativeeffect onnet capital in-
flows. Thismakessenseintuitively Snce
foreigndirect investment, in most cases,
composesthelargest portion of net capi-
td inflows.

Adgdefromthequestion of risk,
thereisdsothequestion of return. Tra-
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ditiondly, thehigher thereturnoninvest-
ment, themore capital the country will
attract. Itis, after al, theinterest rate
that equilibrates savingsand investment
throughout theworld. Theinterest rate
isthe primary mechanismwhichallo-
catescapital to thoseareaswhich have
the greatest disparity between poten-
tidly profitableinvesmentsand domegtic
savings. Tohold congtant theincentive
toinvest, in addition to country risk, |
included theinterest rate goread between
thecountry’sdiscount rateand LIBOR.
TheLondon Interbank Offered Rateis
theinterest rate offered for U.S. dollar
depositsof aspecificmaturity andisfre-
quently used asabenchmark ininterna
tiond interest rate preads.

When | added this to the re-
gression, the coefficient of thetax ben-
efitsfor FDI becameeven moresignifi-
cant and becamelarger, indicating that
thereissomerelationship (not neces-
sarily causal) between the countriesthat
offered FDI tax benefitsand their inter-
est ratepremium. Noother variablewas
remotdy Sgnificantinexplaining net capi-
ta flows. Itisnot surprisingthat asig-
nificant relationship doesnot exist be-
tween theinterest rate spread and net
capital flows because certain types of
investment, such asFDI, are not con-
tingent onalargeinterest rate spread.
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| then wanted to break down
capitd inflowsinto thetwo components
for which | had data: foreigndirect in-
vestment and foreign portfolioinvest-
ment. Firgt, foreign direct investment:
Asshown by thethird regressioninthe
Appendix, thereisaclear negativere-
lationship between thelevel of FDI and
controlsonit. GDPheld constant, con-
trolsonforeign direct investment lead
to$650 millionlessinforeigndirect capi-
tal. | concluded abovethat foreign di-
rect investment should not be affected
by alargeinterest ratespread. 1t should,
however, be affected by therisk of the
target country. Foreign direct invest-
ment implies a long-term presence;
therefore, acountry with low investor
confidence (highinvestment risk) will not
garner muchin FDI. Our hypothesisis
confirmed by thefourthregressoninthe
Appendix, inwhichthereisasgnificantly
positive coefficient onrisk in predicting
FDI. Thehigher investor confidence,
thehigher FDI. Theexplanatory power
(measured by R?) has also increased
withthe addition of risk. Now, 44% of
thevariaionin FDI isexplained by con-
trolson FDI and country risk.

| noted earlier Richard J.

Sweeney’spropositionthat by restrict-
ing the outflow of domestic (resident)
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capital, the government putsinto doubt
commitment to itsguaranteeonthere-
patriation of foreign profits. These
doubts should be captured in measures
of country risk, but moredirectly, we
can test the effect of controlsonresi-
dent capitd onforeigndirectinvestment.
Thefifthregressoninthe Appendix sm-
ply replacesFDI controlsfromthe pre-
viousregressionwith controlson port-
folio outflowsof resident capital. In-
deed, by installing controlson the out-
flow of domestic capitd, countriesharm
their level of foreign direct investment.
Asdiscussed earlier, such controlsare
only implemented in an attempt to con-
ceal deeper rooted macroeconomic
problems. Imposing these controls,
beyond smply having no effect, will ac-
tualy hurt their growth potentia.

We now turn our eyes to the
second sourceof foreign capitd inflows
that wewill examine: foreign portfolio
investment. Theonly good predictor of
FPI appears to be the interest rate
spread. Regression 6 (Appendix)
shows that this spread has a negative
coefficient. Whilewewould not expect
FDI capitd to chaseafter alarge spread,
wewould expect portfolio (speculative)
capital to be positively related to the
spread. One explanation for this co-
nundrumisthat therisk associated with



thishigh returnistoo great for most in-
vestors. Theseventh regression shows
the close positiverel ationship between
acountry’srisk rating anditsinterest rate
spread (Remember that the risk index
attacheshigh numberstothelessrisky
countries). Howevermthereisan up-
per bound to therisk/return that inves-
torswill accept. Thisproblem of ex-
cessveriskinessisexacerbated by out-
lierssuch asRussain 1995, which had
a341% premium on its discount rate
over LIBOR. Thisextremely highre-
turnisonly the product of amuch too
risky investmen.

V. Concerns

| havethree principal concerns
withmy study. Oneof themost promi-
nent questionsistherdiability of thedata
which| collected. Thiswasactudly his
first comment when | told Professor Ri-
chard Cooper that | wasexamining the
effectsof capital controlsin Central and
Eastern Europe. Even in the United
States, the country that spendsby far
themaost money collecting Satisticseach
year, balance of payment datastill con-
tainsmany discrepancies. Theestimated
discrepancy even hasitsownentry in
the balance of payments statement ev-
ery year. Thisinaccuracy is due to
misreporting of capital account transac-
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tionsand moreimportantly, questionsof
exactly what to report; thereexist many
capital transfersthat cannot be easily
classified into abalance of payments
category. When we shift focusto the
countries of CEE, this problem be-
comesamplified. Especidly duringtheir
transformation to market economies,
these countries are experiencing con-
tinud change. Evenif faithful datakeep-
ing isanticipated, theresult of net capi-
tal flowswill be biased downward due
to many omitted transactions.™®
Thesecond problem emsfrom
my collection of thedata. 1dedly, rather
than classifying controlsasdummies, |
could have created an index capturing
thestringency of each control; thiswould
have been far too subjective. | soon
found that the process| wasusingwas
not much moreimpartia. Althoughdi-
rect controls (restriction on capital
movements) areeasy tocdassfy asa“l,”
indirect controls(liketaxesand admin-
istrative controls) weremuch harder to
classify. Thestandard | tried to apply
was asfollows: If the restriction was
stringent enough to keep asignificant
number of foreign potentia entrantsout,
| assigneda“1” for thecontrol. How-
ever, for restrictionsthat were more of
“checks’ asopposed to controls---for
instance, Smpleregigrationor gettinga
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permit that it freely granted---1 assigned
a“0.” A related problemisthat anum-
ber of countries maintain controlson
their books, but in practice, they are
useless. The Annual Report on Ex-
change Arrangements and Restric-
tionswould occasionally mentionin-
sanceswherepracticedistinctly differed
from the law (in which case | would
adjust my entry), but thisdoesnot guar-
anteethat every control was properly
classfied.

The third problem centered
around degrees of freedom. Becausel
only had afew dozen observations, in
many casestherewasnot enoughvaria
tionin capita controlsfromoneentry to
thenext. For instance, in 1998, Russa
implemented anumber of emergency
capitd controlsthat |asted only oneyesr.
A regressonwill poorly capturetheiso-
lated effect of each of thesecapital con-
trols. All of theregressionsdisplayedin
the Appendix show alow number inthe
model degrees of freedom. Thiswas
the principa reasonwhy theregressons
reveded few sgnificant results.

V. Conclusion
Although the specificsof opti-
mal capitd account liberdizationaredill
debated, thereisageneral consensus
that long-term capital inflows, such as
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foreigndirect investment, can provein-
va uableto agrowing economy such as
those in Central and Eastern Europe.
These economies should begineasing
restrictionsonly after asustainableand
stable macroeconomic groundwork has
beenlaid. Itisimportant that they real-
izethat capital controlscan only pro-
videtemporary relief fromthedetrimen-
tal market consequences of macroeco-
nomicinstability. Oncebasicreforms
aremet, capita account liberdizationis
only thenext step. Hesitation suggests
government uncertainty: “ Full [capitd ac-
count] convertibility sgnasthet thegov-
ernment isconfident that it canand will
pursue policiesthe market approves.
Less-than-full convertibility announces
that the government fears market reac-
tionstoitscurrent and future policies.” ®
Empirical work also demonstratesthat
suchpolicies, especidly controlsonres-
dent capital, do not fool foreigninves-
tors. Anopen capital market with high
investor confidence and sometax ben-
efitsto FDI is the recipe to the most
rapid and stablegrowth for theseecono-
mies. Inany event, inthenext few years,
wewill witnessfurther eesing of thecapi-
tal account restrictionsin CEE countries
aspart of therequirementsto jointhe
European Union.
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Appendix : Regression Results
Key

ConFPI  Control oninward (foreign) portfolioinvestment? (1=Yes, 0=No)
ConOPI  Control onoutward (resident) portfolioinvestment?
fincredr  Control on bank lending to the resident country from abroad?
fincredo Control onbank lending toforeign country fromtheres dent country?
ConFDI  Control oninward (foreign) direct investment?
repatr  Government guarantee ontherepatriation of profits?
taxben  Tax benefitsattracting FDI?
GDP Gross Domestic Product
intsord  Interest rate spread (Local Discount Rate- LIBOR)
netcapfl  Net capita flows (asmeasured in Balance of Payments)
banklend Net bank lending flows
gdpgrow GDPgrowth
ncflag Net capital flowslagged 1 year

FDI New foreign direct investment
ODI New outward direct investment
FPI New foreign portfolioinvestment
OPI New outward portfolio investment
risk Euromoney’scountry risk index

Regression 1:
regress netcapfl ConFPlI ConOPl fincredr fincredo ConFD
repatr taxben GDP risk

Source | SS df VS Nunber of obs = 46
--------- o F( 9, 36) =1.01
Mbdel | 1.8564e+19 9  2.0627e+18 Prob > F = 0. 4512
Resi dual | 7.3608e+19 36 2.0447e+18 R- squar ed=0. 2014
--------- F-------e-s--i--e------------- Ad] R-squared=0.0018
Total | 9.2172e+19 45 2.0483e+18 Root MSE=1. 4e+9
net capfl| Coef. Std. Err. t P>t [ 95% Conf ]
_________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — e m - =
ConFPI | 4. 16e+8 6.09e+8 0.682 0.499 -8.20e+8 1.65e+9
ConCPI | -3.05e+8 6.11e+8 -0.499 0.621 -1.54e+9 9.34e+8

fincredr|8.34e+8 5.77e+8 1.445 0.157 -3.36e+8 2.00e+9
fincredo |-6.19e+7 6.74e+8 -0.092 0.927 -1.43e+9 1.30e+9

ConFDi | -6.25e+8 5.85e+8 -1.068 0.293 -1.8le+9 5.62e+8
repatr | -9.55e+8 1.18e+9 -0.809 0.424 -3.35e+9 1.44e+9
t axben | 1. 31e+9 6.28e+8 2.083 0.044 3.48e+7 2.58e+9
GDP | .0013019 .0022196 0.587 0.561 -. 003199 . 005803
ri sk | -1869754 1.92e+7 -0.098 0.923 -4.07e+7 3.70e+7
_cons | -7.74e+7 1.06e+09 -0.073 0.942 -2.22e+9 2.06e+9
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Regression 2:

regress netcapfl GDP ConFPlI ConOPl fincredr fincredo
ConFDl repatr taxben intsprd risk

Source | SS df VS Nunber of obs = 39
--------- R L F( 10, 28) = 1.02
Model | 2.2719e+19 10 2.2719e+18 Prob > F = 0. 4541
Resi dual | 6.2540e+19 28 2.2336e+18 R-squared = 0. 2665
————————— Fomeme i ee i i ee-e----------- Ad] R-squared=0. 0045
Total | 8.5260e+19 38 2.2437e+18 Root MSE = 1.5e+09
netcapfl| Coef. Std. Err. t P>t [ 95% Conf ]
_________ o e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e m e mm - =
GDP | . 0015898 . 003375 0.471 0.641 -.0053236 .0085032
ConFPl | 6.03e+07 9.22e+08 0.065 0.948 -1.83e+09 1.95e+09
ConCPl | 1.77e+08 8.00e+08 0.222 0.826 -1.46e+09 1.82e+09
fincredr |5.87e+08 7.65e+08 0.768 0.449 -9.79e+08 2. 15e+09
fincredo | 2.05e+08 7.57e+08 0.271 0.788 -1.35e+09 1.76e+09
ConFDl |-3.01e+8 7.33e+08 -0.411 0.684 -1.80e+09 1.20e+09
repatr |-1.23e+9 2.13e+09 -0.580 0.567 -5.59e+09 3. 12e+09
taxben |1.89e+9 7.71e+8 2.448 0.021 3.08e+8 3.47e+9

intsprd |-5748010 7181545 -0.800 0.430 -2.05e+7 8962718
risk |-8737247 2.41e+07 -0.363 0.719 -5.80e+7 4.05e+07
_cons | 4.38e+07 1.27e+09 0.035 0.973 -2.56e+9 2.64e+9

Regression 3:

regress FDI ConFDI GDP

Source | SS df VS Nunber of obs = 69
--------- R R R F(2, 66) = 16.73
Mbdel | 4.5275e+19 2 2.2637e+19 Prob > F = 0. 0000
Resi dual | 8.9298e+19 66 1.3530e+18 R-squared = 0. 3364
————————— o------e-------------------- Adj R-squared=0.3163
Total | 1.3457e+20 68 1.9790e+18 Root MSE = 1.2e+09
FDI | Coef. Std. Err. t P>|t| [ 95% Conf ]
________ o e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e m e mm - =

ConFDl |-6.51e+8 2.96e+8 -2.20 0.031 -1.24e+9 -6.01le+7
GDP | . 0066829 .0014394 4.643 0.000 .003809 .0095567
_cons |9.75e+08 2.16e+08 4.512 0.000 5.43e+8 1.41e+9
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Regression 4
regress FDI ConFDI risk GDP
Source | SS df VS Nunber of obs = 69
--------- R e F(3, 65) = 16.90
Mbdel |5.8963e+19 3 1.9654e+19 Prob > F = 0. 0000
Resi dual | 7.5609e+19 65 1.1632e+18 R-squared = 0.4382
————————— Fo--e---iee-----------------  Ad] R-squared=0.4122
Total |1.3457e+20 68 1.9790e+18 Root MSE = 1. 1le+09
FDI | Coef Std. Err t P>|t| [ 95% Conf ]
________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e —m— i m ==

ConFDl |-4.21e+8 2.83e+08 -1.491 0.141 -9.86e+8 1.43e+08
risk |3.15e+7 9183599 3.430 0.001 1.32e+7 4.98e+7
GDP | . 0078889 .0013802 5.716 0.000 .0051325 .0106452
_cons |-6.96e+8 5.26e+08 -1.321 0.191 -1.75e+9 3.56e+08

Regression 5
regress FDI risk ConOPl GDP
Source | SS df VS Nunber of obs = 71
--------- R R R F(3, 67) = 19.11
Mbdel | 6.3003e+19 3  2.1001le+19 Prob > F = 0. 0000
Resi dual | 7.3611e+19 67 1.0987e+18 R-squared = 0.4612
————————— o------e-------------------- Adj R-squared=0.4370

Total | 1.3661e+20 70 1.9516e+18 Root MSE = 1. 0e+09

ri sk | 3. 65e+7 8706302 4.192 0.000 1.91e+07 5.39e+07
ConOPl |-6.33e+8 2.82e+8 -2.243 0.028 -1.20e+9 -6.96e+7
GDP | . 0087355 .0012807 6.821 0.000 .0061793 .0112917
_cons |-7.08e+8 4.83e+08 -1.467 0.147 -1.67e+9 2.55e+8
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Regression 6
regress FPl intsprd GDP
Source | SS df VS Nunber of obs = 57
--------- R R R F(2, 54) = 54.02
Mbdel |1.1928e+20 2  5.9640e+19 Prob > F = 0. 0000
Resi dual |5.9614e+19 54 1. 1040e+18 R-squared = 0.6668
————————— Fo--e--iee------------------ Adj R-squared=0. 6544
Total |1.7889e+20 56 3.1945e+18 Root MSE = 1. 1le+09
FPI | Coef. Std. Err. t P>|t| [ 95% Conf ]
__________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — e m = -

intsprd |-9624359 3019827 -3.187 0.002 -1.57e+7 -3569970
GDP |.0166417 .0016102 10.335 0.000 .0134133 .01987
_cons |-7.21e+7 1.79e+8 -0.404 0.688 -4.30e+8 2.86e+8

Regression 7

regress intsprd risk

Source | SS df VS Nunber of obs = 59
--------- R R R F(1, 57) = 12.06

Mbdel |25339.4194 1  25339.4194 Prob > F = 0.0010
Resi dual | 119806. 16 57 2101. 86245 R-squared = 0.1746
————————— Fo------iee------------------- Adj R-squared=0.1601

Total |145145.579 58  2502.50999 Root MSE = 45. 846
intsprd | Coef. Std. Err. t P>|t| [ 95% Conf ]

risk |-1.4064 .405079 -3.472 0.001 -2.2176 -.595332
_cons | 104.7297 20.5675 5.092 0.000 63.54404 145.9154
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How Helpful is Integration?:
Travel Time and Monetarization In
Rural Peru

Gordon Carlos McCord

Abstract

High transport costs hinder trade, creating regions of economic
isolation and poverty for areas facing difficult topographies. Using
recent household data from rural Peru, this study seeks to understand
how increased integration -- through decreasing travel time to urban
centers and increasing degrees of monetarization -- affects the eco-
nomic well being of rural households, since better roads and a higher
proportion of monetary income presumably increase market access and
alleviate the adverse effects of a difficult geography. Using a “ liveli-
hood mapping” framework to model the market failures of isolated
areas, the longitudinal data shows that decreased travel timesto urban
centers not only increases income per capita, but also consumption of a
“livelihood consumption basket” when holding total income constant,
suggesting that decreased travel time has the added benefit of alleviat-
ing market failures. However, the increased degree of monetary income
for households is shown to have an adverse short-term effect on eco-
nomic well being, suggesting that while transportation integration is
beneficial in the short term, increased monetary integration can have

short-term consequences for rural households.

[. Introduction

For decades, scholars have
pointed out that areas of theworld sub-
ject to adverse geographic conditions
have a harder time developing into
wealthy economies. The complex ef-
fectsthat each country’ sgeography has
onitseconomic development isnot nec-
essarily thesame. However, acrossmost
of theworld, high transport costsvis-
ibly hinder tradeand thuscresteregions
of economicisolation and poverty for
areasfacing difficult topographies. This
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paper seeksto understand how the de-
velopment of transportationinfrastruc-
ture (thus decreasing travel time and
coststo urban centers) affectsthe eco-
nomic well being of rural households,
since better roads presumably increase
market accessand dleviatetheadverse
effectsof adifficult topography. More-
over, emphasiswill begiventotherole
of the* degree of monetarization” (the
percent of incomethat householdsre-
celved asmoney as opposed to goods)
inthedynamic of householdsexperienc-



ing increased connectednessto urban
centers. Peruischosen for the study
because of itsgeographica and ecologi-
ca diversity (containing atotal of 84 of
theworld’'s 104 known living ecol ogi-
cal regionsand 28 different climates')
that creates high transport costsfor the
population. Indeed, the correlation be-
tween road density and per capitain-
come across the country’s
departamentosshowsastrong relation-
ship (at-gtatisticof 3.012), withandas-
ticity of per capitaincomewith respect
to paved road density of 3.5. This
guick-glanceresult for 1999 does not
prove causdlity betweeninfrastructure
capital andincome, yet the correlation
motivatesinvestigation and morerigor-
ousquantitativeanalysis of the effects
of infrastructure growth on economic
performance.

International experience has
corroborated expectations about re-
turnstoinfrastructureinvestment: For ex-
ample, thework of Ahmed and Hossain
(1990) in Bangladesh finds that in-
creasesin publicinfrastructure endow-
mentsinrural areasgenerate 33% re-
turnsinrura household income—24%
increasesfrom agricultura production,
78% fromlivestock production, and a-
most 100% innon-agricultural income.
Theimportanceof expandinginfrastruc-
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ture networksasapoverty-relief mea
sure has not been lost on the Peruvian
government. Since 1996 the Rural
RoadsProgram (PCR) operatingwithin
the Transportation Infrastructure Reha-
bilitation Specia Project (PERT) has
aggressively worked to rehabilitate
roads, improve pack animal roads, and
establish routinemaintenance. Taking
advantage of theseinitiativesinthere-
habilitation and completion of new roads
after 1996, thispaper usesthe Peruvian
National Household Surveys
(ENAHOSs) undertaken yearly from
1998-2000 to explore the economics
of livelihood generationin Peruto con-
tributeto underganding thelink between
transportation and economic devel op-
ment. The emphasisonincomecom-
position follows in the footsteps of
AmartyaSen's” entitlements’ approach
towardsanayticdly characterizing pov-
erty and deprivationintermsof liveli-
hood or claiming systems, which in-
spired Carter and May (1997) to con-
ceptualize the mapping of social and
economic endowmentsinto real con-
sumption possihilities. Asexplainedin
this paper, their analysisleadsthemto
concludethat poverty isnot only amat-
ter of having few assets, but also of fac-
ing constraints (dueto market failures
such aspoor transportation infrastruc-
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ture) that limit the effectivenesswith
which thoseassetsareused. Thispa-
per first reviews Carter and May’ stheo-
retica foundationsexplainingtheforces
that shape (and digtort) thenatureof live-
lihood mapping, thelinking of assetsand
endowmentsto consumption possibili-
ties, and their important finding that “the
topography of the estimated livelihood
mapshe psidentify thecongraintswhich
limit household'sability to effectively
utilizetheir assetsand endowments.”?
After defininga“ consumptionlivelinood
basket” to measure changesinwell be-
ing of the household, regression anay-
sisisemployed to estimate effectsand
draw conclusions about the nature of
livelihood mappingin Perurdativetothe
improvementsof rural households ac-
cess to urban centers. The analysis
evauatestheoverdl effect of decreased
travel timeonincomeand consumption
of the* livelihood basket,” and whether
or not travel timeincreases consump-
tionthrough channd sother thanincome
effects. Thiswouldindicatethat house-
holdsare successfully improving their
consumption bundlesfor given endow-
mentsandincome, which themode at-
tributesto correction of market imper-
fections. Subseguent analysis tests
whether one of the channels through
whichadecreaseintrave timeincreases
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consumptionishby increasingthedegree
of monetarization of householdincome
(whichitsdf isexpected todleviatethe
imperfectionsof transaction costsinru-
ral economies).

[l. Literature Review

Economic writing on transpor-
tation infrastructure has occurred in
burgsduringthelast fifty years, asflaws
intheorigina sweeping studieswere
pointed out, methodol ogies evolved,
and analyses began focusing on man-
ageabletopicsto relax inaccurate as-
sumptionsin previousstudies. Lessons
learned from previousliteratureinclude
thefact that different typesof infrastruc-
turehavesgnificantly different returns,
thus casting doubt on the useful ness of
aggregate studies of roadway invest-
ment. Distinctionsshould be madebe-
tween different typesof highway invest-
ment — such aswhether the project is
rural or urban, and whether it involves
new construction or maintenance.
Withinthemorespecificredmof litera-
ture concerning rural roadsinvestment
(whichthispaper focuseson), theWorld
Bank has published numerousworks
based on evaluations of their own
projects. Of particular interest isVan
deWall€e' sexplanation of the danger of
basing conclusions upon simple com-



parisonsof outcomeindicatorsinvillages
with roadsversuswithout them. Since
road placement is not random, and
simple comparisonsdo not account for
the process by which theroad cameto
bebuiltinaspecificlocation, then mea:
suresof impact will be biased and can
lead to deceptive policy conclusions.®
Thisimportant issueof biaswill bedis-
cussed moreat length during dataanay-
gs

Giventhediverdty of Peruvian
topography and the recent scholarly
emphasison geographicvariables, some
modelsmight designate the effects of
infrastructure secondary to the
overarching effectsof geography asthe
determinant of economic development
levels. Indeed, one could argue that
more effective development efforts
would mobilize populationsaway from
geographicaly adverseareasinstead of
gpending on projectsto buildinfrastruc-
turein geographically adverseregions.
Javier Escobal and Méximo Torero
(2000) shed light onthe subject utilizing
Jeffrey Sachs methodology regressing
geographic variablesand level of eco-
nomic development for Peru (using 1998
dataat thedigrict level). Theirandyss
doesindeed show acorrel ation between
geography and szabledifferencesinliv-
ing standards across regions in Peru.
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However, their second tier of regres-
sionsincludesvariablesfor non-geo-
graphic characteristics (termed public
and privateassets), whichthey findsig-
nificantly reducethe coefficientsof the
geographicvariables. Indeed, they con-
cludethat szablegeographic differences
inliving standard arealmost fully ex-
plained by the distribution of assets,
which meansthat geography hasanega-
tiveinfluenceby cregtinganunevendis-
tribution of infrastructure.* Thisconclu-
sion rules out the idea of geographic
determinism and permits the models
used in thispaper to discard individual
households' specific geographic char-
acterigtics(such asdtitude), sncethese
have beenfoundto berelatively insig-
nificant when variablesfor privateand
public assetsareincluded inthemode.
Moreover, Escobal and Torero’sfind-
ingsconceptualy steptowardsdiscard-
ing the null hypothesis(that infrastruc-
ture has no effect since geography pre-
determineseconomicwefare), sncein-
frastructureinvestment hasapositive
impact on economicindicatorsevenin
regionssuffering from adversegeogra-
phies. Theanaysisinthispaper tests
the spatial interpretation of their results:
if the equalization of household assets
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across the Peruvian topography does
equalizeincomes, then different levels
of road infrastructure should not create
differences in incomes between two
householdsof equal assets.

[11. Theoretical Framework
Carter and May (1997) givea
completeexplanation of therelation be-
tween ahousehold'sassetsanditslevel
of income, and the differences between
the perfect markets scenario and the
sgngle- and multiple-market-failluressce-
narios. Thismicroeconomicframework
relateswhat theauthorscall household
“livelihood maps’ (that is, theincome
generation strategy of each household)
with each household'sassets. Thework
of AmartyaSen (1981) directed theat-
tention of scholarsnot only towardshow
much income people have, but a'soto
thebundleof assetsor endowmentsheld
by the poor, the nature of their claims
onthose assets, and the nature and vul-
nerability of particular daming systems.
Believing that society’s poor and the
vulnerable can beidentified asthose
sharing commonincome-claming strat-
egies or “entitlements” Carter andMay
focusonlivelihood strategies, that is, on
the strategy peopleuseto attainincome,
thevulnerability of said strategy. The
mapping linking endowmentswith at-
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tainable commodity bundlesis what
Carter and May call “livelihood map-
ping.”

Livelihood mapping definesthe
set of commodity bundlesattainable by
ahouseholdwithagiven set of tangible
and intangible endowments, either
through the direct use of these endow-
mentsor by using them to accessother
goodsthrough amarket or other claim-
ing system (like, for example, alegal
system). Astheauthorsexplain, aper-
fect-market scenarioresultsinaliveli-
hood mapping defined simply by the
budget set fixed by the endowmentsof
ahousehold and therel ative prices of
any exchangesit makes. However, the
notion of livelihood mapping becomes
more complex when sales or quantity
congtraints (like unemployment), miss-
ing markets, and production and price
shocksareintroduced. Sendefines“en-
tittlement failure’ astheresult of having
claming systemsfail to provide access
to the expected bundle of commodities
(suchasinaworld without perfect in-
surance). Thediscrepanciesbetween
different imperfect-market mapsisde-
scribed by comparing a semi-subsis-
tencefarmer with asemi-skilled artisan
having the samereal income and bud-
get sets, but who are subject to differ-
ent vulnerability and poverty risksbe-



causeof thedifferent production shocks
and sales constraintsthat they are ex-
posed to.®

AsinCarter and May’sanay-
s, thispaper usesaone-dimensional
map from assetsinto income space (un-
like Sen’smultidimensiona framework
where a particular endowment com-
mandsdifferent dimensonsof commod-
ity bundles), dlowingfor afocusonthe
condrantslimitingahousehold'sability
to generate secureincome. Although
the mapping of ahousehold’sendow-
ment to livelihood resultsin the map-
ping of apoint onto adistribution (due
tothe probabilisticfactor introduced by
risk and imperfect markets), herethe
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mean of that distributionwill bemapped,
representing theex anteexpected liveli-
hood resultant from having onebundle
of assets.

The microeconomic theory of
thehouseholdrootedin A.V. Chayanov's
1924 work offers insights into the
choicetheoretic basis of Carter and
May’slivelihood mapping and for un-
derstanding the constraints of low-in-
come households. Chayanov'sstudies
(1966) stress how the intensity with
which ahousehold usesitsfixed assets
varies systematically with the
household’sendowments of land and
labor. However, refocusing thetheory
onto thereal incomethat ahousehold

Figure 1. Microfoundations of Livelihood Mapping and Asset I

Scaled Per-Capita Income

Liwelih
Perfect

Produc!
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gainsand itseffect in determining the
household'sfinal asset bundlehdpspro-
videfurther foundation for themaplink-
inglivelihood, or entitlement, toincome.

Accordingto Singh, Squireand
Strauss, when ahousehold has access
tofull and complete markets (meaning
it can purchaseor sell any quantity of
both consumer goods and productive
factorslikelabor or capitd), itsproduc-
tion and income generation decisions
becomeindependent of consumption
decisions and its endowments level
(1985). Thistrandatesonto Carter and
May’slivelihood map asaline of con-
gant upward dopewheremargind live-
lihood returnsto assetsand endowments
arecongtant. Thatis, ahousehold' sas-
set and endowment bundledoesnotin-
fluencethereturnsto any particular as-
set or endowment. Thisisillustrated by
thecongtant lineonthetwo-dimensiona
map:

For amplicity, Figure1 assumes
that all householdshavethe samestruc-
tureand requirementsso thet thel eft axis
can equivalently be expressed in total
income and income per-adult units. In
the perfect-markets scenario, a
household’sincomefd|sbe ow thepov-
erty linewhenitsassetsand endowments
fall below A, In this perfect world,
poverty would smply beafunction of
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insufficient assets, and poverty relief
would ssimply beamatter of increasing
household’'sendowmentsand assetsvia
direct transfersof income or assets.
However, thetopography of the
livelihood map changeswhen the per-
fect markets assumption is relaxed.
Chayanov'sandysis, for example, pre-
sumesthat peasant householdscan nei-
ther buy nor sdll [abor, thusmaking the
pattern of households resourceand use
insgparablefromtheoveradl wedthleve
and demographic structure (suddenly,
for example, ahousehold with an ex-
cessof aparticular asset likelabor can-
not exchange it for something which
wouldincreaseitsincome, resultingin
different margina returnsfor different
assts). Thelivelihood mapsnow takes
the shape of thedash-linein Figure 1,
wherethe expectedincomelevel for a
particular asset/endowment bundleis
equal to the corresponding perfect-mar-
ket level only whenthe equivaent per-
fect-market household would nolonger
desiretobuy or sl 1abor. Inthislabor
market failure scenario, noticethat the
required level of assetsand endowments
necessary for reaching poverty leve in-
creases from A T10A, meaning that
poverty isnow no longer only afunc-
tion of the asset/endowment bundle of
each household, but also of the extent



to which the household isconstrained
fromusing theseassetsand endowments
effectivey.

Households in developing
economiessuffer from multiplemarket
failures, as has been documented ex-
tensively in the Peruvian context® and
particularly for roads in the work of
Escobd and Vadivia(1993), whoiden-
tify the principle Peruvian market fail-
uresasalack of appropriate communi-
cation infrastructure, the absence of
clear property rights, asymmetricinfor-
mationinthelabor and credit markets,
andlegd andingtitutiond restrictionsin
severa factor markets.” The dotted
curvein Figure 1 representstheimpli-
caionsinthelivelihood map of multiple
market failures. Noticetheincreased
flatnessof theentitlement surface, mean-
ing that low wealth householdsareable
to access even fewer entitlements as
market failuresworsen (for example,
low-asset borrowers becomeincreas-
ingly unableto accessworking capital
needed to finance cash costs of produc-
tion, sometimesevenincludingtherim-
mediate consumption needs, meaning
that they cannot effectively useland en-
dowmentsbecause of their insufficient
capita for production). Inthisnew curve
of multiple market imperfections, the
minimal asset/endowment level neces-

Spring 2002

sary to acquire poverty-line-level s of
incomeisincreasesto A . Unlikethe
perfect-markets scenario, households
arenow poor due because of their defi-
cient asset/endowment bundle or be-
causethey aretrapped on aflat part of
the endowment space, meaning they fall
a transforming their asssts/endowments
bundleintoincome.

Theresulting policy implication
isthat poverty dleviation entailsnot only
direct asset transfers to the poor, but
alsothecorrection of failuresand con-
sraints(that is, shifting the entitlement
space curve back towardsthe straight
line) that househol dsfacewhen attempt-
ingto channel their assets, endowments,
and productivefactorsinto consump-
tion. Thispaper first exploresanim-
portant correction for rural Peruvian
households—thed leviation of thetrans-
portation barrier —and theincreasein
households well being (evenwhilehold-
ing other assets constant) predicted by
the livelihood map model. Second,
monetary incomeasachannel through
which decreased travel timeaffectsthe
householdisexplored.

The percentage of total income
received as money, here termed “de-
gree of monetarization,” is a unique
channel through which travel time
changes affect consumption, becauseit
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too isaconstraint that preventsrural
householdsfrom optimally channeling
their assets and endowmentsinto con-
sumption. Itisassumedthat rurd house-
holdsrecelving agreater percentage of
their money asincomeengagemorefre-
quently in bartering to exchange re-
sources. Bartered transactionsalow for
lessoptimal outcomes sinceasuccess-
ful exchangerequiresadouble coinci-
dence of wants between people ex-
changing goods and services, while
money allows for more optimal con-
sumption sncetheunit of transaction can
bedivided beyond asinglegood or ser-
vice. Moreover, rurd environmentsof-
ten have nonzero transaction costsdue
to the market imperfections around
them. For example, onecanimaginea
worker getting paid in agood that he/
shewould liketo sell in order to buy
other goods. Theprocessof sellingin
therurd setting might not befrictionless
or cost-free, duemaybetotimeit takes
tofind abuyer among neighborsor mar-
ketsthat are often not nearby. Thisfric-
tionimpliesan opportunity cost to sall-
ing sincethetimeit took to make the
sdecould havebeen used onanincome-
generating activity. If, insteed, theorigi-
na income had been in money, the
worker would ableto directly purchas-
inggoodswithout losingtimesdlingoth-
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ers.

Thispaper explorestheeffects
on consumption of both corrections of
market imperfections: areductionof time
needed to reach the nearest urban cen-
ter, and an increasein monetarization.
Moreover, it will test thehypothes sthat
the second correctionisaresult of the
first (due, for example, to thecommer-
cidization of agricultural goodsasaru-
ral household becomesintegrated into
alarger economy whenaroadisbuilt).

V. Data Description®

Toandyzeunder the*livelihood
map” framework described above, a
choicemust bemadefor avariablerep-
resenting“commodity bundles’ and eco-
nomicwell being or level of develop-
ment. Any study of development hasto
contend with the advantagesand dis-
advantagesof thevariouspossibleindi-
catorsof well being. Throughout this
analysis, two measuresof level of hu-
man development will beemployed. The
first, incomeper capita, isthemost com-
mon proxy for level of development
(economicand otherwise). Althoughthis
indicator does not explicitly consider
other facets of well being (such aspo-
litica freedom, degree of inequality, lit-
eracy, infant mortality, nutrition, lifeex-
pectancy, etc.), it servesasagood proxy



becausemany arguethat higher incomes
invariably lead to better health and edu-
cational standardsin the population.®
Debrg Ray’sreview of theliteratureon
thistopic mentions authorswho have
found high correlationsbetweenindica-
torsof quality of life and income per
capita, though morerigorouseconomet-
ric exercises have yielded mixed re-
sults.® The second indicator for well
being usedinthisanalysisisaspecia
measure of household consumption, la-
bel ed throughout this paper asthe“live-
lihood consumption basket.” Built by
selectively aggregating consumption by
category, itincludeswhat the household
has consumed in foodstuffs, clothing,
hedlth services, education, homemain-
tenance, and entertainment. Inaddition,
itincludesnot only what has been pur-
chased, but a so what hasbeen received
as payment for aservice or what has
been donated to the household by an-
other household or asocial relief pro-
gram. Noticethat consumptionof trans-
portation goods and services are not
included. Thismeasureof consumption
per capitamore directly capturesthe
resourcesthat householdsconsumeto-
wardsmaking their livesbetter (biologi-
cdly, educationdly, andintermsof luxu-
ries), and thereforeworkswell asarep-
resentation of a“commodity bundie”

Spring 2002

whichtrandatesinto economicwell be-
ing. Moreover, this* consumptionlive-
lihood basket” variablealowstheim-
pact analysis of time of transport and
monetarization on consumption while
holding total income fixed. Asare-
ault, it becomesposs bleto examinehow
better integration to the national
economy determineswhether equally
wealthy householdsconsumedifferent
amountsof resourcesfor their ownwell
being (whichwould beexpectedif one
is forced to spend more on transport
dueto poor infrastructure). Thesetwo
proxiesare chosen because theimpact
on alternative measures of well being
(suchashedth) requiresamedium-term
analysis to capture the effect of de-
creased travel time, and the short time
gpaninthesample under study will not
allow for significant changesin health
variables. Indeed, thesmplecorrela
tion between health (measured asthe
percentage of the household experienc-
ing a sickness during the last three
months) and travel timedoesnot hold,
probably for aplethoraof reasons. Al-
though income and consumption per
capitaareby no meansall-encompass-
ing measuresof well being, they will be
used throughout this paper.
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V. Regression Analysis

Theanaysiswill beinsevera
parts: first the issue of selection bias
within our sample will be discussed.
Next, having chosen for the purpose of
the econometric analysisto proxy road
infrastructure with thetimeit takesto
reach thenearest district capital, regres-
sionswill beused to determinetheim-
pact that thetime variable has on con-
sumption using both apand regresson
and aregressononthefirg-differentia
(usngdifferences). Findly, theanayss
will useseverd econometric techniques
to test the hypothesis that
monetarization isthe channel through
which increased accessto thedistrict
capitd affectshouseholds.

V1. Selection Bias

A truenaturd experimentwould
involvetherandom assignment of road
infrastructure upgradesto best measure
the* pure’ benefitsof the upgradeson
economicwell being. However, infra-
structure upgradesare probably not as-
signed randomly inany society butin-
stead occur following certain criteria
depending ontheagency investinginthe
upgrade, whichwould biastheestimates
of gains from the upgrade. To test
whether theinfrastructure upgradesin
the sample are truly nonrandom, the
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geographical distribution of thesample
and the sub sample of upgradeswere
evaluated, and sincethe percentage of
households receiving an upgrade are
comparablefor thethree geographical
drata, nationa-level regressionsfor the
samplecan berunwithout worrying that
theresultsare biased towards express-
ing thedynamic of onegeographical re-
gion at the expense of another. Next,
possiblebiasdueto nonrandom upgrad-
ing criteriamentioned abovewastested
usingaL OGIT regression by looking
for relationshipsbetween whether avil-
lagereceived aroad upgrade and pos-
sblecriteriafor road investment. Any
statistically significant correlation be-
tween placesreceiving upgraded roads
andthesecriteriawouldindicatebiasin
thesample. However, regressonandy-
sist finds no evidence of ex-antebias
inthevariablesthat will beused asde-
pendent in upcoming equations, or any
bias in the geographical dummies.
Moreover, although thereisacorrela
tion between road improvement and
household controls (education and the
exigenceof ahealth post), thesewill be
included inthe control sthroughout the
analysisand absorb some of the prob-
lematic correlation between upgraded
villagesand consumption orincome. In
addition, athoughtheinability to accu-



rately estimate afunction for road up-
grade criteria prevents the complete
elimination of bias, thedegreetowhich
these criteriaaffect consumption or in-
come is probably small (since most
theoretical determinants of these vari-
ableswill beincluded ascontrols), lend-
ing confidencetotheassertion that bias
intheresultsisnegligible.

VI1I. Various Techniques to

| solate the Effect of Travel

Time'? on Development

Thefirg part of theandysiswill attempt

M In0p) = Bi+ Bainttime) + &,
M) G4 = B+ Bainttime) + BoY, + &,

toisolatetheimpact that travel timehas
ontheeconomicwell being of rura Pe-
ruvian households. Asan upper bound
estimate, the dependent variablesdis-
cussed in the Data Description section
(per capitaincome and per capitacon-
sumption of the* livelihood consumption
basket”) wereregressed against travel
time

Thisresulted under OLSina
0.16%increaseinincomeper capitaand
0.13% increase in consumption per
capitafor every percent decreaseintime
of travel. Thesemagnitudesarenotin-
ggnificant: if aninfrastructureinvestment
project decreasestravel time by 50%,
income per capitaincreasesby thenon-
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trivial amount of 8%. Itisimportant to
notethat afixed-effectspane wasaso
used. Inafixed effectsmode, variables
that do not change over time are
dropped by definition, sowecaninter-
pret these results as showing the extent
towhich changesintravel timeaffected
the dependent variablefor households
that experienced a change in travel
time. Thedecreaseinthemagnitude of
the coefficientswhen moving fromthe
pooled regressionsto thefixed-effects
suggeststhat changesintrave timehave
agreater effect inthe short-term (cap-
tured by thefixed-effect method) than
inthelong-term (identified by the static
regression of pooled OLS).
Theregression in which con-
sumption isthe dependent variablein-
tegratesincome per capitaasacontrol 3
to capture the explanatory power that
changesin travel time have upon con-
sumptionof the* livelihood consumption
basket,” keeping income constant.
That is, if achangeintravel timecauses
anincreasein consumption dueto an
increaseinwedlth, thischangewill be
captured by b,, thusleaving b, to ex-
plainincreasesin consumption dueto
travel time changesthat arenot dueto
income changes. Inaccordancewith
this expectation, the magnitude of b,
drops slightly from —0.051% to —
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0.039%, indicating that some of de-
creased travel time'seffect on consump-
tionisthroughincreasedincome. Atthe
same time, the fact that b, keeps the
correct Sgnandremansgaidicaly sg-
nificantindicatesthat travel timeincreases
economic well being beyond just in-
creasing income per capita. Some of
thisis probably due to the transfer of
resourcesprevioudy spent on transpor-
tation coststo other goods within the
“livelihood consumption basket.” How-
ever, thisresult can also be predicted
from thelivelihood map of the Theo-
retical Section of this paper — as the
market failure dueto transport costis
aleviated, thecurvedlinein Figure 1
shiftsback towardsthe straight line of
the perfect-market scenario, and house-
holdswill be ableto consumeamore
optimal consumption bundlefor agiven
set of assets. Inaddition, ascanbeex-
pected, b, decreases from 5.1% to
3.9% when movingfrom (4) to (5), thus
strengthening our confidenceinthere-
sultsby suggesting that decreasing travel
timedoesinfact lead toincreased well
being both throughincreased incomebut
asothrough other channels(whichthis

paper hypothes zesincludesthe correc-
tion of amarket failurealowing house-
holdsto better maximizeuutility withtheir
given assetsandincome).

Themode in(1) and (I1) estab-
lishthegroundwork to study theimpact
of changesintravel timeonrura house-
holds. However, since assetsand en-
dowmentsdo greetly determinethecon-
sumption bundleschosen by households,
then an analysisseeking to understand
theimpact of changesintravel timeon
household income and income attain-
ment Srategiesmust distinguish between
householdswith different levelsof as-
setsand endowments. The methodol-
ogy to account for these differencesin
hopesof isolaingthe“travel timeeffect”
will beto usecontrolsintheregression.
Hopingtoleaveevery householdiden-
tical to every other withinitsgeographi-
cal area, themodel will removetheef-
fectsof each household'shuman capi-
td, physicd capitd, financid capitd, and
itsvillage' scommuna capital:

Table 8 shows the results of
adding the household and communal
controls, whereafixed-effect pand was
employed in (1), (2) and (3) after a

(1)
(V)

In(%)t =, + B, X%, + BsMountain+ 3,Jungle+ B:In(tim
|n(%)t = B, + B, X, + BMountain+ B, Jungle+ B n(ti

where X = lehum ty, Kphy + ystin +V, Kcomm
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Hausmantest rgjected the possibility of
using random effects. Thecomparable
R statistic for the fixed-panel regres-
sonshaveincreased dramatically from
around .04 to .25 and .43 in (1) and
(2), thusindicating that the controlsplay
arolein explaining fluctuationsinthe
dependent variable. Notethat the co-
efficients and standard errors of the
many control terms are not included
becausethey do not further thisanaly-
g, itisenough to recognizetheir effect
withintheregression onthevariables
under study. Of note, however, arethe
geographica areadummiesincludedin
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Table8. Sincethesedo not changeover
time, they aredropped inthefixedre-
gression, but their significant and nega
tivecoefficientsinthepooled regresson
indicate that adverse geography hasa
negative effect on consumption levels
even when controlling for household's
assets, income, and spatial adversity
duetotravel timetothe nearest district
capitd. Therefore, it seemsthat adverse
geographiesalso create of market im-
perfectionsshifting thelivelihood map
inFigure 1 downwards, sothat evenfor
agivenincomeleve, householdsinad-
versegeographiesarelesswell off.

Table 8: Travel Time & Income, Consumption with Controls

Dependent Variable: In(Y/P) In(C/P) In(C/P)
(1) ©)
Method: FE FE
Independent Variable
In(time) -0.0412** -0.0440* -0.0347*
(0.0187) (0.0124) (0.0116)
(Y/P) 0.2252*
(0.0149)
Mountain Dummy
Jungle Dummy
Constant 4.9968* 5.4288* 4.303*
(0.3492) (0.2303) (0.2290)
R? 0.249 0.4311 0.5638
N 5697 5697 5697

Controls not shown:
average education level of others)

Notes: * Significant at 1%; ** Significant at 5%; *** Significant at 10%.

All regressions are limited to rural households and contain year dummies

(1), (2), and (3) are fixed-effects panels grouped by household

(4) uses standard OL S to pool the observations, clustered by household

Human Capital (size of household, age of head, age of head squared, ed

Physical Capital (house rooms per capita, house value per capita, agric
system rank, hygiene system rank, electricity in house dummy)
Financial Capital (bank dummy, borrowed dummy, informal capital m
Community Capital (bank, market, school, health post dummies)
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Despitethe control s, decreases
intravel time have a4% effect onin-
comeper capita, but theeffectson con-
sumption per capitahave dropped from
5.1% without controlsto 4.4%in (2),
and from 3.9%10 3.5%in (3). These
decreasesin explanatory power of the
travel timevariableindicate that some
of theincreasesin consumption of the
“livelihood basket” attributed totravel
timein Table 7 wereinreality dueto
changesinthecontrol variables. How-
ever, itisdifficult to analyzetherole of
the controlsbecauseitisdifficult to test
causality. Moreover, themoreimpor-
tant result isthat that travel timekeepsa
ggnificant coefficientin (3) withthein-
clusonof controls. Therefore, changes
intravel timetothenearest district capi-
tal doinfact affect economicwell being
not only through an effect ontotal in-
comebut a so by increasing theamount
of resources consumed by rural house-
holdstowardsbettering their livelihood,
even accounting for changes in in-
come and other measures of house-
hold capital. Thissuggeststhat infact
adecreaseintravel timeincreasesthe
household swell being by rdaxing mar-
ket frictions and the transport cost
wedge, thusalowingit to spend more
of itsresources on bettering thequality
of life. Inthelanguage of Carter and
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May’smode describedinthe Theoreti-
cal Framework section, theameliora
tion of market failure dueto transport
cost allows households to achieve a
moreoptima consumption bundlefor a
given set of assets and endowments.
Findly, thepooledregressonin(4) isa
momentary returntothe staticanalysis
to point out that despite controlling for
households' total income and capital
(physical, human, financia and commu-
nd), neverthdessthetravel timeremains
asignificant explanator of consumption
of the“livelihood consumption basket”
inrurd households. Thiscontradictsthe
recommendations of Torero and
Escobal mentionedintheliteraturere-
view. Whilethey claimthat equalizing
levelsof assetsacross space and topog-
raphy will equalizeincomes, thesere-
sults show that despite controlling for
levelsof dl assetsandincome, doesnot
eliminatethe spatial determinant of de-
velopment among Peruvian households.
A firgt differencing (FD) methodology
wasthen employed™ using only the pan-
eled households, and differencing be-
tween 2000 and 1998. TheFD regres-
sionscorroboratetheresultsabove.
Monetarization asaChannel for Travel
TimeEffects

Fort and Aragdn (2001) con-
cludedtheir anaysiswith resultsmoti-



vating astudy of thedynamicsbetween
householdincome, incomecomposition,
and road infrastructure devel opment.
However, they lacked apand withwhich
to monitor the effect of changes and
wereforced to document static relation-
shipsinacross-section. Thissection
builds upon equation (1V) by incorpo-
rating thedegree of monetarizationvari-
able, and testing whether itisachannel
through which changesintravel timeof
rural householdsto thedistrict capital
affects well being. That is, as a
conglomerate stransport coststo larger
markets decrease, households begin
receiving agreater percentage of their
incomesintheformof money (muchlit-
erature existson the monetarization of
peasant economies, mainly duetothe
influx of wagelabor and the commer-
cidization of basic needs). For reasons
explainedinthe Theoretica Framework
section, it isexpected that monetarization
correctsmarket inefficienciesand alows
householdstoimprovetheir quality of
life (becausethey can moreoptimally
choosethe r consumption bundles) even
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when holding total income constant.
That is, just aschangesin travel time
had a positive effect on consumption
even when holding income constant, it
isexpected that monetarization corrects
another market failurewhosedleviation
yiddsamilar results. Thehypothessthat
monetarization is a channel through
which achangeintravel time affects
consumption is tested by adding the
“percentage of income received as
money” (M/Y) variableinto equation
(1V). Sincethecoefficient for thetravel
time variable decreases by half aper-
centage point with the inclusion of
monetarization (whileremaining Satisti-
caly significant), thissupportsthe hy-
pothesisthat changesintravel timeare
partly affecting consumptionthroughthe
channd of thenew variable. Therefore,
the new coefficient onthetravel time
variablein (2) isonly theeffect of travel
time on consumption not dueto the ef-
fect of travel time on monetarization
(whichinturnaffectsconsumption).
The next step, therefore, isto
estimate thetotal effect of thesevari-

(Vi)
(Vi)
(1X)

IC/p) = B+ B2+ Bulnttime) + Bain(Y
(M Y)t =a,+a,X, +asln(time,) +a4|n(Y/P
|H%)t =9, + 9, X, +d;In(time,)

Where X = lehum + y2 Kphy + y3 Kfin + y4 Kcomm + VSMountai n
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ableswith both apooled regressonand
afixed-effectspand usingthefollowing
relaionships

Equations VII, VIII, and IX
represent an attempt to isolate the ef-
fect that achangeintravel timehason
consumption. Thecoefficient of inter-
estisb, becauseit representsthe effect
of travel time uponthe“livelihood con-
sumptionbasket.” However, b, inequa
tion V1l only explainstheeffect of travel
time on consumption not explained by
thechangein theother explanatory vari-
ablesdueto achangetravel time. As
seenin models (1) and (3) of Table7
andinmodd (1) of Table8, travel time
is strongly correlated to income per
capitain both pooled and fixed-effects
regressions (the latter demonstrating
coupled movement of thevariablesover
timeastrave timechangesexplainde-
viaionsinahousehold’'smeanincome).
Moreover, the hypothesisunder ques-
tionisthat travel timeaffectsthedegree
of monetarization of the household,
whichinturnincreasesconsumption by
relievingamarket fallureand shiftingthe
curvedlinein Figure 1 upwardstoward
the perfect-market scenario. Therefore,
itisexpected that b, understatesthe ef-
fect of travel timebecauseit falstorep-
resent thisvariableseffect viaincome
and monetarization effects. Equation| X
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capturesthe effect of travel timeupon
income per capita. Noticetheassump-
tion that income per capitaisonly af-
fected by the controls and the travel
time, and not by degree of
monetarization or consumption of the
“livelihood consumption basket.” This
isbecause anincreasein consumption
of the basket can only happenduetoa
reallocation of income towards the
goodsinthebasket or duetoanincrease
inincome. Anincreaseinconsumption,

[5,4 = (B4 Dés)
[5’5 = Bs(as + (0(4 D53))

however, is assumed to not cause an
increeseinincomeitsdf.® EquetionVIII
model stheeffect of trave timeandin-

Bs =Bs+ :é4+ Bs
B3 =Bs+ (ﬁ4 D53)"' /35(G3+ (04 D53))

come upon monetarization. Thissys-
tem of equationsallowsthealgebraic
isolation of the contribution of time' sef-
fect on consumptionthroughtheincome
channel (3,) and through the
monetarization channel ( 3, ) asfollows:

Thus, the“total” effect of the
time variable on consumption ( [§3) is
cadculated asfollows:

Theresultsfor both the pooled
regressionsand thefixed-effect regres-
sonsareasfollows:



Thepooled regressionsin (1),
(2) and (3) reveal thessimple correla
tions of the variables, and while the
fixed-effect regressonsof (4)-(9) modd
changesinvariableswithinthetimese-
ries, the pooled regressionscan bein-
terpreted asbringing to light thelong-
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viamonetarization effectshave coeffi-
cientsof -.0135and .0093, respectively.
Thatis, a50% smaller travel timeim-
pliesagreater consumption level by (-
5*-.0291) 1.46%, of which 1.35% s
duetoincreasedincome. Time seffect
on monetarization, on the other hand,

For pooled regression :

Ba=Pa+ (B.055)+ Bslas + (a4 055))

A

B35 = —.0249 + (.3909 (I-.0346) + (-.4562 [(-.0145 + (.1711

B, =-.0291

B, =(.3909 [-.0346) = -.0135

A

Bs = (-.4562 [(-.0145 + (.17110-.0346))) = .0093

termrel ationship betweenthevariables.
Indeed, the pooled regressions show
that across the sample, travel timeis
strongly correlated to consumption of
the*"livelihood consumption basket,” to
degreeof monetarization, andtoincome
per capita. By using theaboveidentity,
the effects of time on consumption per
capitaare broken down as:
Sincethisisapooled consump-
tion, theresultsought to beinterpreted
aslong-term correlationsand not nec-
essarily proof for causd relaionshipsin
theshort-term. Thecalculationsabove
show that the pooled regression esti-
matesthetotal effect of travel timeto
havean dasticity of -.0291, whilethe
effectsof timeviaincome effectsand

decreased time' seffect on consumption
by (-.5%.0093) -0.5%. Thissurprising
result will be addressed shortly.

Models(4) — (6) repeat the ex-
ercisewiththefixed-effect pand method
(onceagain, aHausmantest rglectsthe
accuracy of the random effects
method).'® Theseresultsindicatethat
intheshort-term, changesintravel time
have agreater effect (-.0425) on con-
sumption than the ssmple pooled corre-
lationreveals, and theseeffectsareonly
mildly working throughtheincomechan-
nel and are not working through the
monetarization channd.

Thislack of fixed-effect corre-
|ation between monetarization and travel
timeisproblematic for the hypothesis

105



TheHarvard College Economist

that monetarizationisachanne through
whichtravel timeaffectseconomicwell
being, sincethiswould at |east require
that that decreasesintravel timewould
increase monetarization. Onepossible
explanationistha monetarizationexhib-
itsonly one-way movementinrelation
tothevillage'sconnectedness. Asvil-
lagesget more*“pluggedin” tothena
tional economy, the householdswithin
them experiencemonetarization, but the
relationship doesnot hold inthe nega
tive. Thatis, if travel timetothedigtrict
capital increases(possibly duetoinfra
structure deterioration), thisdoes not

cause de-monetarization among the
households. Consequently, therdation-
ship between travel time and
monetarization would hold only when
dropping observations with positive
travel timeddtas. Thisistestedinmod-
els (7) — (9) in Table 11, where the
sampleislimited to observationswhose
changesintravel timearezero or nega
tive. Now, monetarization and travel
timedo haveadtatistically significant
positive correlation. For this sub-
sample, a50% decreaseintravel time
hasatotd effect of increasing consump-
tion by (-.5%-.1003) 5.0%, of which
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1.6% isdueto effectsof increased in-
comeand 0.8%isdueto effectsof in-
creased monetarization. Thefact that
the coefficient hasincreased in absolute
value is due to the nature of the sub-
sample: by limiting thesampleto house-
holdswhosetravel time hasdecreased
or stayed the same, the benefits of this
change becomes more apparent inthe
coefficient. Indeed, increasesintravel
timewithinthesampleareprobably due
to measurement error®” or to deteriora-
tion of infrastructure. However, for a
variety of reasonsinduding messurement
error near the cutoff of thesub-sample,
thevalidity of theseresultsiscast into
doubt.

These methodological short-
comings|eavethe pooled analysis of
models(1) —(3) in Table 11 asthemost
reliableestimators (recall that thetime
travel coefficient for thesemodelsis-
.0291). It must benoted, however, that
thiscorrelationisanot within afixed-
effectscontext and isbetter interpreted
asalong-termreationship. Thefailure
of thefixed-effect modd to explainthe
direct effect of changesintravel time
upon consumptionviathemonetarizetion
channel means that the structure of
equations(V11), (V1I1) and (IX) may be
inadequatefor the short-term dynamic
of the variablesunder study, athough

Spring 2002

thestructuredoeswell to explainlong-
termrelationships.

VIIl. The Negative Effects
of Increased
Monetarization?

Theresultsin Table 11 reved a
surprising negative correlation between
degree of monetarization and consump-
tion per capita, both in the pooled re-
gressionandinthefixed-effects. Since
both regressionsare controlling for in-
comeper capita, the negative coefficient
on degree of monetarization canbein-
terpreted to mean that for two house-
holdsof equal income, theonethat re-
celvesmoreincomeas money iscon-
suminglessof the* livelihood consump-
tionbasket.” Likewise, increasing the
degreeof monetarization decreasescon-
sumption (when controlling for income
effects). Theseresultsarecontrary to
theprediction (based onwhat wasdis-
cussed inthe Theoretical Framework
section): recelving agreater percentage
of incomeasmoney had been expected
todlow thehousehold to chooseamore
optima consumption bundleby alevi-
ating transaction codts, shiftingthecurve
toward the perfect-market scenarioin
Figure 1, and alowing thehousehold to
improveitsquality of life. Indeed, run-
ning theregressionswithout controlling
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forincomeyieldsapositive coefficient
for monetarization for both a pooled
regression and afixed-effectsregres-
sion. That is, looking acrossthe coun-
try, householdsthat are doing better off
tend to receivemore of their incomeas
money. However, asmentioned above,
therelationshipisnegative and statisti-
cdly sgnificantwhen controllingforin-
come, suchthat eveninstaticanalysis,
househol dsof equal wedthtendto con-
sumemoreif they receivelessof their
incomeasmoney. Moreover, thefixed-
effectspanel corroboratesthisnegative
relationship: whether or not incomeis
controlled for, the monetari zation vari-
ableretainsanegativesgnandisdais
tically significant. Thisindicatesthat
changesinmonetarization arenegetively
correl ated with changesin consumption,
since decreased monetarizationisan
explanator for positivedeviationsfrom
the mean of ahousehold’sconsumption
overtime.
Althoughtheseresultsdisprove
the prediction that increased
monetarization bettersliving andards
intheshort-run, two explanationscome
to mind for why this could be happen-

ing. Firgtly, the Peruvian economy has
beeninrecession, asshowninthefol-
lowingtable:

Thenational recession hasaf-
fected the households paneled in our
data. Averageper capitaincomede-
creased from 527.05 to 492.07 soles
per trimester (in 1998 soles) — a de-
crease of 6.99%. Asaresult, every-
oneinthecountry isexperiencing tough
economictimesashis/her purchasing
power goesdown with decreasing per
cagpitaincome. Althoughtheregressons
inTable 11 control for income, never-
thelessadecreasein purchasing power
will haveagresater effect on households
with greater monetarization. Intheru-
ral setting, householdsthat usedtore-
ceivemost of theirincomein goodsmay
beexperiencing greater stability through
these troubled economic times than
those who have undergone more
monetarization. Moreover, itisanes
pecidly difficult timefor ahouseholdto
increaseitsleve of monetarizationwhen
this means becoming interdependent
withastruggling national economy. In
addition, most of thehouseholdsinru-
ral Peru havelow level sof human capi-

Series

GNP per capita, Atlas method (current US$)

Source: World Development Indicators database

1996
2,250

1997
2,400

1998
2,250
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tal and may require an adjustment pe-
riod beforere-optimizing their economic
behavior after increasingtheir degree of
monetarization, which the short time-
spaninthedatainterpretsasadecrease
inwdl being.

A second reason for why
monetarization may be decreasing the
well being of rural households stems
from awedth of anthropological litera-
tureand new economic literatureonthe
roleof socia networks, local insurance
systems, and consumption smaoothing
acrossrural householdsthrough reci-
procity mechanisms. Ashasbeen docu-
mented extensively for the Peruvian
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tional economic trends. As
monetari zation in householdsincreases
and begins breaking up the social net-
worksof thecommunity, thehouseholds
become exposed to the national eco-
nomic volatility and their level of eco-
nomic growth fluctuatesmore closely
with the national performance. Since
the national economy isin recession,
then households that increase
monetarization may exhibit adecrease
in consumption relativeto an equally
wedlthy household that did not increase
itsmonetary income percentage. There-
fore, evenif thelong-runrelationship
between monetarization and consump-

A 4

Wage Labor

/
Market
Penetration

Commercialization

Social
Support

A
T
©
N
=
=3

A A 4

\4

of Basic Needs

case, rural communitiestend to form
strong social networks involving re-
sourcetransfersthat serveasinsurance
and savingsmechanisms, thusallowing
for consumption smoothing despitethe
voldtility of their environmentsand pro-
ductionredlities. Moreover, these net-
worksand the communal-level subsis-
tenceinsulate the househol dsfrom na-

Access to
Basic Needs

Nutrition

+r

tionfor afixedincomeleve ispostive,
itispossiblethat theeffect in the short-
run works in the opposite direction.
Moreover, having to buy basic goods
from merchants makes it tougher to
smooth consumption sincetransactions
based on reciprocity becomelessfre-
guent and poor rural households have
little savingsto support themwhenin-
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comesfluctuate. Oneauthor’smodel*°
representsthe effectsof increased con-
nectedness in the Andean context as
folows

This model emphasizes the
negative effects that wage labor and
commercialization of basic goodshas
upon the social support and accessto
basic needsof thehouseholds. Although
theintricaciesof complex socid mecha
nismssuch asonesdiagramed hereare
beyond the scope of thispaper, thereis
littledoubt that increased monetarization
can sometimeshavemixed effectsupon
rurd populations. Thecuriousresultsin
the regression analysis above might,
therefore, be picking up these“painful
first steps’ into the monetary economy.
Thisisespecidly truesncethedatacov-
ersonly threeyears of national reces-
sion. Not only are short-term effects
being emphasized intheresults, but the
national market that householdsarebe-
coming more connected to is also a
toughone. Indeed, theseresultsarenot
representative of thelong-termrelation-
ship between the variables, and leave
motivationfor pand study of long-term
effectsof monetarization acrossat least
onefull busnesscycleintheeconomy.
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I X. Conclusion

The congtruction of rural roads
isbeing championed by theWorld Bank
and other development inditutionsasan
instrument necessary for thedleviation
of poverty. Seekingto understand the
dynamic effectsof transportationonru-
ral household economics, this paper
found that income is only one of the
channe sthrough which consumption of
the“livelihood basket” increased with
changesintravel time, thus supporting
themodel’sprediction that consumption
will increasefor afixedincomeasmar-
ket imperfections are alleviated. In
addition, the degree of monetarization
of household incomewasfound to de-
creasethe coefficient ontravel time's
effect on consumption, thussupporting
the argument that it acts asa channel
through which changesin travel time
improveeconomicwell being. Findly,
asystem of equationswasemployedto
isolate the total effect of achangein
travel timeupon consumption, including
through theincome and monetarization
mechanisms. Theresulting coefficient
for the“total” effect of time provedto
besmadller for the pooled regressonthan
variousfixed-effectsregressionswith
different specifications. Thoughthecd-
culated dadticity fluctuated from-.03to
-.13, theresultswererobust and nega



tiveacrossdifferent sub-samples. The
coefficientsfor theincomeeffect were
also stable, positive and robust across
different specifications. Thevolatile
coefficient was the one for the
monetarization channd , whichwasfound
to beinsignificant onthefixed-effects
mode for the completesamplesizeand
for the upgraded sub-sample, while
positivefor the pooled regression and
negativefor thefixed-effectsregresson.
These results for
monetarization'sroleasachannel and
the counter-intuitive negative effect ap-
parent on consumption when holding
income constant prompt an additional
anaysisof thevariable. Indeed, itis
found to bepostively correlated to con-
sumptioninapooled regressonuntil in-
comeiscontrolled for, whilethefixed-
effectspand informsthat anincreasein
monetarization causes a decrease in
consumptionfor afixedincomelevd.
Thejustification of theseresultsare be-
yond the scope of the paper, though a
possi ble explanation stipul atesthat the
decreasing purchasing power duetothe
national recession during theyearsob-
served forcesahousehold with higher
monetarization to consume progres-
svely lessinrelationto ahousehold of
equivalent income but lower
monetarization. Thispossibility moti-
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vateslongitudind analysisover aperiod
of timethat coversat least onebusiness
cyce.

Inthe context of the debateon
geographic determinism, thesignificant
effect of travel timeontheeconomicwell
being of householdsencouragesdiscus-
sion on aspatial interpretation of the
debate on geography. Since travel
time seffect remainsdespitecontrolsfor
different typesof capita and geography,
the notion that equalizing assets across
any topography will equalizeincomes
(forth by Escobal and Torero) seems
improbable, sincethere seemstobea
gpatial determinant of well being that
does not disappear with controls for
assets. Indeed, integrationintothena
tional market viadecreased travel time
aleviates spatial bias. Nevertheless,
market integrationwasnot foundto have
auniversally positive effect: getting
plugged in to the national economy
through monetarization seemsto have
mixed effectsin the short termfor these
households, especialy inthe consump-
tion of the“livelihood consumption bas-
ket.” Althoughthisconclusonisvery
tentativedueto shortcomingsinthetime-
series, itwill haveto betested by other
research. Scholars will have to ask
whether thisshort-term problemisdue
to inadequate adjustment to the mon-
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etary economy, or whether itisareflec-
tion of the negative effectsof becoming
integrated into a shrinking national
economy. Let it not beforgotten, how-
ever, that the net effect of shorter travel
times on income and consumption is
positiveand robust throughout, despite
variationinthemonetarization channdl.

Endnotes

1 Javier Escobal and Méximo Torero,
“DoesGeography Explain Differences
in Economic Growth in Peru?’ (Re-
search Network Working Paper #R-
404, Inter-American Development
Bank, 2000 - [cited 29 January 2002]),
pg 7; available from http://
www.iadb.org/RES/pdf/R-404.pdf.
2Michadl Carter and Julian May, “ Pov-
erty, Livelihood and Classin Rurd South
Africa” (Staff Paper Series#408, Uni-
vergty of Wisconsn—Madison, 1997),
2.

3 DominiquevandeWalle, “Choosing
Rura Road |nvestmentsto Help Reduce
Poverty,” (Working Paper 2458, World
Bank, 2000—[cited 29 January 2002]),

4; available from http://
econ.worldbank.org/docs/1213.padf.
4 Escobal and Torero, 33.

5lbid., 7, note 8.

6 A good literaturereview for research
onmarket failuresand implications at
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thehouseholdleve inPeruisin Fortand
Aragbn, pg. 6 note 8.

"Fortand Aragon, 1.

8 Detailson ENAHO dataset for rural
householdsdiscussedinfull version of
paper.

° Debrgj Ray, Devel opment Econom-
ics, (Princeton, NJ: Princeton Univer-
sity Press, 1998), 25-33.

01bid., 32, note 16.

1 Detailedinthefull version of the pa
per.

12 The usage of travel timeasaproxy
for road infrastructureisjustified and
tested inthefull version of the paper.
BThereisaproblem of smultaneity in
model (5) between the dependent vari-
able(consumyption) and theindependent
income per capitavariablebecause cau-
ity couldruninbothdirections. How-
ever, in this case of afixed-panel re-
gression, reverse causality (fromin-
creased consumption toincreased in-
come) can be dismissed because the
effectsof increased consumptiononin-
comewould beof far lesser magnitude
than theimmediate connection between
receiving higher income and conse-
quently consuming more.

14 Detailedinthefull version of the pa-
per.

55 Thisassumption would weaken over
longer time periodsbecauseanincrease




in consumption of goodsthat improve
thequdity of lifemay improvepeopl€e's
health, good spirits, etc., thusincreas-
ing incomeviaincreased productivity.
However, for theshort timespaninthis
paper this concern can be dismissed
becauseincreasesin productivity dueto
personal characteristicsoutside of the
controlled human capital variablesis
probably negligible.

16 Detailedinthefull version of the pa
per.

7'M easurement error may be quitefre-
quentinthesample, especidly for small
changesin reportedtravel time. Since
thedatafor thisvariableisgathered by
askinganauthority figureintheconglom-
eratetheduration of travel timetothe
nearest digtrict capital, itislikely thatin
twodifferent yearsadifferent timemight
bereportedwheninfact the“true’ travel
timehasnot changed.

18 Explainedinthefull version of this
paper.

¥ BrookeR. Thomas, “ The Evolution
of Human Adaptability Paradigms,” in
BuildingaNew Biocultural Synthesis.
Political-Economic Perspectives on
Human Biology, eds. Alan H. Goodman
and ThomasL. Leatherman (Ann Ar-
bor, MI: University of Michigan Press,
1998), 65.
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