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Editors’ Note
Welcome to our second issue of the Harvard College Economist.  Re-

vived last year , the journal returns with an even greater selection of articles.  We

are excited to share the academic talents of our fellow undergraduate econo-

mists.

Unlike other economics journals, the Harvard College Economist is

written entirely by undergraduates.  In an effort to increase the diversity of pa-

pers, we held an open submissions process.  As a result, we received a number

of fine economics papers written for courses and for outside research.  Unfortu-

nately, we could only publish a handful of articles.  In our selection process, we

chose the papers that we believed were of the highest quality and of universal

interest.  We would like to thank all of our contributors for their hard work.

In keeping with tradition, this issue features an interview with a prominent

Harvard economist.  We were fortunate to interview Laird Bell Professor of

Economics Jeffrey G. Williamson, who served as Director of Undergradate Studies

in Economics this year.  We spoke with him about several popular issues involv-

ing globalization.

As we look toward the next issue, we hope to receive an even greater

number of submissions from all students.  For more information regarding details

of submissions, please visit our web site at www.hcs.harvard.edu/~hce, e-mail us

at hce@hcs.harvard.edu, or come to the informational meeting in the fall.  We are

always looking for bright people to write, format, and edit the Harvard College

Economist and we encourage all students interested in any aspect of the publica-

tion to contact us.

Finally, our hope is that the journal becomes a staple of the Harvard

undergraduate community. Please do not hesitate to offer suggestions for future

issues.

Sincerely,

Matthew Rosenberg Adam Taub

Editor-In-Chief President
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On Globalization: An Interview with
Professor Jeffrey Williamson

Jeffrey G. Williamson is Laird Bell

Professor of Economics and Direc-

tor of Undergraduate Studies in

Economics.

HCE: The recent tariff hikes, such as

those on steel and Canadian soft-

wood, have strained relations be-

tween the U.S. and its major trading

partners.  Do you think that we are

on the verge of a globalization back-

lash similar to that witnessed prior

to the First World War?

JGW:  No.  There is obviously the threat

— illustrated by vociferous street dem-

onstrations before September 11th —

that there might be a repetition of the

de-globalization we saw in the decades

before the First World War and then

even worse between 1914 and 1945.

But things are very different now than

they were prior to World War I.  Coun-

tries have better safety nets to catch

those that are damaged by

globalization’s short-run dislocation im-

pact.  Although globalization is usually

good for a country’s long run economic

performance, in the short run it displaces

vulnerable firms and individuals, so hav-

ing a safety net minimizes the pain and

maximizes the speed of adjustment to a

new global equilibrium.  We didn’t have

much of this support prior to World War

I.  By “we”, I mean, of course, what we

now call the OECD and its rich indus-

trialized country members.  But in a

sense it is the OECD members that

matter. It is true that many of the less

fortunate countries that are just starting

modern development cannot afford and

have not had much experience with sys-

tems designed to ease the impact of glo-

balization; that’s something countries

develop when they become richer. On

the other hand, if backlash effects do

appear, they are likely to have a much

bigger impact if they are initiated by the

OECD, just as they were by European

and United States leadership in the

1930s.  Thus, the globalization back-

lash that matters most is that which might

happen in the OECD.  That’s not to say

that things don’t matter in less-devel-

oped countries with whom we trade; of

course they do. It could be that back-

lash effects as they exist now in Africa

and Latin America might become a se-
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rious global problem in the near future.

But much of the world’s trade and fac-

tor flows involve the OECD, so that’s

where our attention should be focused.

In which case, one hopes that history is

a very imperfect guide!

HCE: The Heckscher-Ohlin model of

trade is based on factor endowments:

it predicts that a country will export

products which use domestically

abundant inputs and import products

whose inputs are relatively scarce.  In

light of empirical evidence, is this

model still valid for determining

which goods a country trades?

JGW: Anybody who has had any ex-

posure to international economics — and

thus to this famous idea that won Ohlin

a Nobel Prize — will realize that there

hasn’t been much modern evidence to

support the Heckscher-Ohlin model.

How is it possible that 50 years of em-

pirical evidence seems to shoot down

this model, yet it still flies high, almost as

durable as it always was?  The answer

is that the model is so plausible and so

useful in thinking about trade problems

that no economist would think about

throwing it away simply because the

evidence is inconsistent with it. I know

this statement sounds dreadfully anti-

scientific, but a number of theorists be-

lieve that we just haven’t been clever

enough to figure out how to map the

complexities of the today’s real world

onto our models, that is, figuring out ways

to retain Heckscher-Ohlin thinking, but

in a different guise.  We just haven’t fig-

ured out how to do that yet.  I don’t

think the model has been destroyed, but

users beware: the world is simply too

complex for this model in its current

form.  Indeed, when this model is con-

fronted with evidence from a less com-

plex era prior to 1914, it works just fine.

Heckscher and Ohlin were writing

around the time of World War I, and

they were motivated by the period from

the 1870s to World War I.  Thus, when

today’s economic historians go back to

test the Heckscher-Ohlin propositions

with better numbers, more sophisticated

econometrics, sharper models, and

clearer thinking, we find that they were

absolutely right: their model works.  But

it doesn’t work in today’s more com-

plex world.  To repeat, we haven’t yet

figured out how to make the model fit

today’s more complex world.  Smart

theorists are working on it, and so far

the most effective advances have been

those that introduce increasing returns.

But as soon as a theorist introduces in-

creasing returns, she needs to invoke
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imperfect competition, at which point

her analytical life becomes a horror since

she doesn’t yet have very good models

that deal with increasing returns and im-

perfect competition. The new models

are simply too clumsy and nowhere near

as elegant as the original Heckscher-

Ohlin Model-T version.  Teachers can’t

step to a blackboard with the same kind

of flourish that the Heckscher-Ohlin

Model-T version permits.  So we still

use the old model, waiting for the new

model to arrive in the showroom.

HCE:  One commonly heard argument

against globalization is that rich

countries are made weal thier by ex-

ploiting cheap labor and inputs

abroad, thereby perpetuating ex-

tremely low standards of living in

poor nations.  How has globalization

affected inequality between wealthy,

OECD economies and poorer, less-

developed countries over the previ-

ous century?

JGW: That assertion is total nonsense.

It is simply not true. The complication is

not that poor countries don’t gain from

trade — they do: cheap labor in poor

countries get more and better jobs in

those export industries. In fact, it can

be said that small poor countries are

likely to gain more than large rich coun-

tries from trade.  The reason why that

conservative statement might hold wa-

ter is that, after all, poor countries are

smaller and have less economic clout.

Some critics view this as a bad thing, as

vulnerability and weakness, while oth-

ers view it as a good thing because such

countries are able to take world mar-

kets and world prices as given, and

whatever they supply and demand will

have very little impact on the world mar-

ket. Thus, more exports of soccer balls

from Indonesia do not lower the price

of soccer balls in world markets, an

event which might harm Indonesian en-

trepreneurs and workers.  So, it’s not

true that poor countries don’t gain from

going open, at least in the short run. To

repeat, at least in the short run.  But when

we start thinking about the long run, the

story gets more complex, and the de-

bates get more intense since we are still

fighting over theories of long-run growth.

If your theory of long-run growth states

that industrialized countries will grow

faster, then critics of globalization might

have something. In that case, it might

well be true that in the long run special-

ization in primary, non-industrial prod-

ucts — products which offer very little

externality spin-offs in technological

change and accumulation — may harm
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a country’s long-run growth perfor-

mance. We have no shortage of models

that make this argument; they have been

around for a long time.  In terms of

empirical reality, we still don’t know

which of these models is correct, and,

as a result, the policy issue has been a

hot potato ever since Alexander

Hamilton wrote in favor of protection of

US manufactures in the 1790s (when

Britain was the rich thug “exploiting”

poor United States markets).  But note

the difference between primary product

specialization and specialization in labor-

intensive industrial-based manufactures.

These two cases demand very different

answers. To the extent that today’s crit-

ics of globalization have labor-intensive

manufactured exports from the develop-

ing nations in mind, the standard anti-

globalization arguments do not apply. To

the extent that they have primary prod-

uct exports in mind, the standard anti-

globalization arguments may indeed ap-

ply.

HCE: What role did globalization play

in the creation of the gap between

Third World and advanced developed

countries?

JGW: If I knew the answer to that ques-

tion, I would have a Nobel Prize.  But

we know this: after the early 1600s —

when there were no big economic gaps

yet between Western Europe and the

rest — the gap between those who

eventually became the dominant eco-

nomic leaders of the world and those

who didn’t began to widen. With the ad-

mittedly crude evidence now available,

we can see a widening gap in levels of

performance between the leaders of the

pack — like Britain, the Netherlands,

and France — and the other European

countries; and that gap widens dramati-

cally over the 200 years prior to the In-

dustrial Revolution. There is also recent

scholarship that documents a rising gap

between Asia and Europe at the same

time, not just within Europe. Thus

today’s great gap between rich and poor

countries did not start with the Indus-

trial Revolution.  Rather, there are more

fundamental pre-industrial factors at

work like private property rights, effec-

tive legal systems, good government,

and the role of empires versus compet-

ing nation-states.  Furthermore, and

despite what you were taught in high

school, there was no globalization – in

the sense of integrating markets through

pro-globalization policy, competition in

world markets, and/or falling transport

costs — prior to the 19th century; there

was trade, but no globalization.  Since
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there was no globalization going on be-

fore the Industrial Revolution, how can

globalization be the cause?  Two condi-

tions changed in the 19th century: the first

big globalization boom, and the Indus-

trial Revolution.  These made the gap

between rich and poor countries big-

ger.  That is, the countries where the in-

dustrial revolution arrived late (or nor at

all) fell farther behind.  They didn’t fall

behind because they had lower incomes

associated with going global and/or fail-

ing to undergo an industrial revolution,

but they didn’t undergo a big increase

in incomes either, so the gap between

poor and rich increased. Lant Prichett

called this “Divergence, Big Time,” re-

ferring to this period of accelerating gaps

just prior to World War I.  Did global-

ization do it?  Maybe globalization sup-

pressed long-run growth prospects in

the countries that were outside of Eu-

rope, or even outside of the European

periphery.  We don’t know for sure.

You can argue that it has nothing to do

with globalization, or that globalization

was not one of the fundamental factors.

You can also make that argument that

while this may be true, globalization cer-

tainly didn’t help in the long run.  So,

until we understand what these funda-

mental factors were that originally led

to the gap, this question can’t be an-

swered.  These fundamentals are com-

plex, because they are all those forces

that we were taught as economists to

take as given: the structure of property

rights, legal systems, and entrepreneur-

ial behavior.  Sociologists used to talk

about these ideas, but that kind of think-

ing used to be too “fuzzy” for formal

economists.  Now economists are

equipped to talk about these issues in a

formal way and to apply evidence to test

the hypotheses.  So in the not too dis-

tant future, we will have well-articulated

models that incorporate these fundamen-

tal issues.  Until then, all we know is

that it doesn’t look like globalization is

to blame.

HCE: The strong dollar of recent

years has made the United States a

popular destination of foreign capi-

tal.  Should we be concerned about

increased foreign ownership of our

factors of production?

JGW:  Well, the answer lies with poli-

tics, not economics.  If the world wants

to invest in the United States we should

be very happy with that fact since for-

eigners are making financial capital

cheaper than it would be otherwise.  If

the US somehow put up a curtain to keep

out foreign capital, we would be less
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able to finance our own investment

needs (including those Treasury bills fi-

nancing our debt).  That’s pretty straight-

forward. The downside of this story is

the fear that these investors can, at any-

time, pick up their marbles and leave

the game.  So we have to be willing to

take that chance. If a country is going to

have wide-open capital markets, and

reap all the benefits, like cheap capital

from abroad, there always exists the

possibility that the capital could turn

around and flee anytime.  But why should

it?  This is the strongest economy in the

world, even now during a recession.

Are there going to be revolutionary

events or financial chaos in the US caus-

ing capital flight?  It’s possible, but it

seems very unlikely, especially com-

pared with the rest of the world.

HCE: How has your experience been

over the past year as Director of Un-

dergraduate Studies for Economics?

JGW: I think we have made some great

leaps forward.  And it’s not because I

am any better at this job than my pre-

decessors: They were amazingly good

and probably a lot better at it than I am.

The only advantage I have is age.  I am

a senior faculty member, and before me,

there has never been a Director of Un-

dergraduate Studies in Economics who

was a senior faculty member: they were

always junior, non-tenured faculty.  It’s

quite common to have senior faculty

playing this role in other departments,

but not in this one.  Why does this fact

matter?  Can you imagine a junior fac-

ulty member going to see a senior fac-

ulty member to deal with complaints

about his or her teaching?  If that junior

faculty member wants to remain at

Harvard and/or get a good appointment

upon departure, it is unlikely; there are

obviously no incentives for the junor fac-

ulty member to take that risk.  A senior

faculty member is better able to rattle

cages at Littauer, University Hall or even

the Houses, to do all the things that

should be done to escalate the impor-

tance and quality of the undergraduate

learning experience in this department.

A lot of really fundamental changes have

occurred this year that our concentra-

tors can see and are benefiting from: vis-

its by the Director to the Houses, resi-

dent tutors serving as our representa-

tives in the Houses,  adding the Littauer

Satellite advising office, pizza dinners

with faculty, better monitoring of the se-

nior honors thesis experience, two fac-

ulty available for advising (Professor

Francesco Caselli and myself), and so

on.  In addition, Directors who are se-
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nior are more effective in trying to change

the culture of attitudes in the department.

This is the best Economics Department

in the world and everybody here is busy

trying to keep it that way: undergradu-

ate concentrators, graduate students,

and the faculty are all on a fast track.

The Director really has to make a lot of

noise to get them to pay attention to is-

sues, or they’ll just run right past you.

So the culture needs to change, and a

junior faculty member would have a very

hard time doing that.  A senior faculty

member can stand up shout “Stop! Pay

attention! Here’s what we have to do to

improve our undergraduate program,

and here’s why.”  And I think enough of

my senior colleagues have agreed so

that there is now a core of them com-

mitted to help make the long-run im-

provements in our undergraduate pro-

gram that you deserve.  I think this year’s

changes have all been very positive; I

just hope we can keep this momentum

in the future. University Hall seems to

be quite happy with what has happened

this year. I know I feel good about what

I have done.
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I. Introduction
The past quarter century has wit-

nessed concentration in the hospital mar-

ket at a rate unlike any other in history.

The Massachusetts market has been

among the most active, with mergers

and contractual affiliations bringing to-

gether over two-thirds of the 108 hos-

pitals in the state since 1980.  The larg-

est deal involved the formation of Part-

ners HealthCare in 1994 from the union

of Massachusetts General Hospital and

Brigham and Women’s Hospital.1

Bringing together two of the most re-

Partners HealthCare:
A Case Study of the Massachusetts

Hospital Market
Edward Y. H. Chan

Abstract

nowned medical care institutions in the

country, the new entity has commonly

been referred to as the 800-pound go-

rilla of Boston’s medical care market.2

In order to keep pace, Beth Is-

rael Hospital merged with New England

Deaconess and the Pathways Network

in 1996, creating CareGroup, a com-

peting network.  With nearly twice as

many patients,3 Partners has prospered

while CareGroup has foundered, losing

at least $50 million annually for the past

three fiscal years4, including a whopping

$100 million in 1999.5  The question in-

Catalyzed by soaring expenses and costly new technol-
ogy, a wave of activity brought hospitals together over the
past two decades through mergers and contractual affiliations.
From a free-spending era in which fee-for-service service
reigned, the emergence and near dominance of managed care
has fundamentally changed the nature of the medical care
provider market.  As the bottom line became increasingly im-
portant, hospitals saw mergers as an effective method of cut-
ting costs as well as increasing bargaining power.  Employing
market power to negotiate higher reimbursement rates with
insurers and to attract more patients into the network are two
of the primary ways that hospitals can increase their revenues.
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evitably arises, why has Partners enjoyed

such overwhelming success while

CareGroup has not?  The situations of

Partners and CareGroup provide a su-

perb case study as to why some hospi-

tal mergers succeed where others fail.

In trying to understand Partners’

flourishing business, we turned directly

to the guiding forces behind the net-

works, conducting interviews with top

executives at Partners HealthCare,

CareGroup and Boston Medical Cen-

ter.  The main issues they brought up in

conversation were premium reimburse-

ment rates from insurers, increased pa-

tient volume, case mix, CareGroup’s

debt load, and cultural issues from the

Beth Israel/Deaconess merger.  Part-

ners’s dominant market power and un-

derlying strategy behind the creation of

the networks are most likely account-

able for any differences.  Subsequently,

we looked to the data to seek empirical

corroboration for the opinions ex-

pressed by the executives.

From the data, we find that

there is no statistical difference between

the prices paid to Partners and

CareGroup, in agreement with what we

had learned from the interviews.  How-

ever, the data do show significantly

greater growth rates in terms of patient

discharges and discharges across diag-

nosis groups for Partners.  Additionally,

we find evidence of a higher debt load

carried by CareGroup than by Partners.

While not readily testable in the data,

the clash of cultures within CareGroup

was also often cited in the popular press

as a reason for the network’s problems.

These findings reinforce what we

learned from the interviews.

In Chapter II, we review the

background of Partners and

CareGroup.  We then explain the meth-

odology we used in examining the trends

in pricing and patient volumes in Chap-

ter III.  We report the complete results

of our analysis in Chapter IV and present

our conclusions in Chapter V.

II. Why Has Partners
HealthCare Succeeded?

The financial success of Part-

ners raises the question of why the net-

work has prospered in comparison to

its chief competitor, CareGroup, which

underwent a similar consolidation along

the same timeline.  Several possibilities

merit exploration, given the differences

in market power and the manners in

which each network grew.  We focus

our examination on topics suggested

during our interviews and look to the

data to confirm an answer to the

overarching question.
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We began the process by de-

termining the key players with whom it

would be important to speak, arranging

interviews with executives within the

hospitals as well as in the associated

physicians networks.  These conversa-

tions took place over the course of two

months with Paul Levy, now President

and CEO of CareGroup; Thomas

Glynn, COO of Partners; Ellen Zane,

President and CEO of Partners Com-

munity Healthcare, Inc. (PCHI), the or-

ganization responsible for Partners’ phy-

sician network; Jonathan Niloff, M.D.,

President of Provider Service Network

(PSN), which represents CareGroup’s

physicians network; Mark Waxman,

General Counsel for CareGroup; and

Elaine Ullian, President and CEO of

Boston Medical Center.  Most spoke

candidly about the strategy of their net-

work during its development and gave

their opinions on reasons for Partners’

success and CareGroup’s disappoint-

ing performance.  The leading causes

cited were surprisingly similar among the

parties interviewed.

There are several ways in which

a network of comparable size and stat-

ure with Partners HealthCare could ex-

ert its power within the market.  First,

one might expect to see higher prices

reimbursed from insurers for Partners

hospitals.  One might also expect to see

a difference in the growth rate of annual

patient admissions when comparing the

two networks with the overall market.

This trend should also be reflected in a

comparison between the big Partners

and CareGroup hospitals (Brigham and

Women’s, Mass. General and Beth Is-

rael/Deaconess) and the market.  The

effect could come from Partners taking

patients away from CareGroup hospi-

tals in downtown Boston or in the sub-

urbs.  It could also come from channel-

ing suburban patients away from the

outlying satellite hospitals into the down-

town hospitals.  This variability could be

attributed to the different ways in which

each network built its relationships with

suburban physician groups and satellite

hospitals.

A third possible explanation for

the superior performance of Partners

could be a change in patient case mix,

with Partners drawing more high-mar-

gin cases than CareGroup.  Typically,

cardiac bypasses and organ transplants

are very lucrative, as opposed to drug

treatment or psychiatry, which is not as

well reimbursed relative to its cost.

Another issue is the amount of

debt carried by each network, a par-

ticularly serious problem for

CareGroup.  Cited commonly in the in-
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terviews and in the popular press is the

fact that CareGroup has a far greater

amount of debt than does Partners.  The

debt load hurts its bond rating and places

a heavy burden on its overall financial

health, due to expensive interest pay-

ments.  Finally, cultural problems sur-

rounding the mergers of the institutions

may have led to less efficiently run hos-

pitals and the loss of key medical staff.

III. Analytical Methods
Pricing

A key indicator of Partners’s

success in the Massachusetts market

would be the ability to charge higher

prices than competitors for the same

procedures.  In order to determine if

Partners received preferential pricing

from insurers, we looked at the median

revenue per patient in several common

diagnosis related groups (DRGs) across

all hospitals.  The revenue per patient

variable was calculated by multiplying

the charge per patient by the hospital’s

net revenue, then dividing by total

charges.  The charges per patient data

were not used as the sole variable be-

cause often a hospital’s charges are not

good indicators of the actual prices.  The

charges are often manufactured simply

for show with proportional discounts

negotiated beforehand in contracts with

the insurers.  Only after these discounts

are factored in can the true price paid

to each hospital be determined.  Since

the magnitude of these discounts is not

publicly known, we judged revenue per

patient to be the as the closest possible

substitute for the actual amount received

by a hospital for each patient.

Although it might seem strange

to charge a price and then give subse-

quent discounts, the practice can be

beneficial for the hospital.  A world-fa-

mous hospital like Mass. General often

attracts wealthy international patients

who travel to the United States to re-

ceive medical care.  These private indi-

viduals might receive a bill for the full

amount of the listed charge, simply be-

cause they have no American health in-

surance and are more willing to pay the

full price.  For the vast majority of pa-

tients, however, the list price is not a

good indicator of the true price per pro-

cedure for any given hospital.

Our regression has the revenue

per DRG as the dependent variable with

independent variables of bigpart (a

dummy which equals 1 for Brigham and

Women’s or MGH), bigcare (dummy

which equals 1 for BI/D), yr97, yr98,

yr99 (dummies for the individual years)

as well as the interaction terms between

bigpart and bigcare and the year dum-
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mies (bigpart97, bigpart98,

bigpart99, bigcare97, bigcare98,

bigcare99) (see Eq. 1).  In most cases,

we use only the large Partners and

CareGroup hospitals because they con-

stitute the bulk of the cases in the net-

work and they approximate the way their

networks move.  In the case of DRG

371 (caesarian section), we use part-

ners and caregroup as variables instead

of the bigpart and bigcare dummies

because there were no data available

for Mass. General, removing a signifi-

cant number of observations from the

already slim data set.  These variables

equal one when the hospital is part of

the Partners or CareGroup network.

Also, the yr98 variable is not included

in cases in which the big hospital dum-

mies are used because the revenue data

were not available for any of the large

hospitals in 1998, for whatever reason.

Patient Volume

An examination of patient vol-

umes and flows over from 1996 to 1999

involves many factors.  In order to de-

termine if the Partners and CareGroup

hospitals had different numbers of dis-

charges compared with the rest of the

market, we regressed the number of

hospital discharges (hosdis) against

dummy variables for Partners (part-

ners), CareGroup (caregroup), the

years of the data (yr97, yr98, yr99) and

interaction terms between the hospital

dummies and the year dummies (part97,

part98, part99, care97, care98,

care99) (see Eq. 2).

We performed the same analy-

sis again for the big Partners hospitals

(bigpart) and the big CareGroup hos-

pitals (bigcare), similarly regressing hos-

pital discharges against dummies for big

hospitals, year and interaction terms

(bigpart97, bigpart98, bigpart99,

bigcare97, bigcare98, bigcare99) (see

Eq. 3).

Furthermore, we calculated the

i

bbigcarebigpartbigpart

yrbigcarebigpart
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++++=
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distribution of Boston ZIP codes as an

indicator of each network’s success at

attracting patients within the city.  We

looked at the top 40 ZIP codes for each

hospital in the Partners and CareGroup

networks and calculated the number of

patients who came from Boston area

ZIP codes (see appendix for list of Bos-

ton ZIP codes).  We consider the rest

to be from the suburbs.  Using this num-

ber, we were also able to calculate

whether the overall trend was for new

patients to come from the city or from

beyond.  Along the same lines, we also

explored the flows of patients within the

network, leaving open the possibility that

the downtown hospitals were prosper-

ing at the expense of the smaller affili-

ates within their own networks.

Other considerations

We performed an analysis of

the case mixes using the DRGs that we

compiled.  Some of the specified DRGs

are very expensive and are performed

only at top teaching institutions, whereas

others are simple and fairly common.

Sophisticated surgeries cost the hospi-

tal more, but are generally more lucra-

tive overall.  Cardiac procedures tend

to be highly profitable for hospitals, ac-

cording to Huckman.6  Levy argued that

obstetrics cases are also profitable in the

long run because even though hospitals

may lose money on the individual pa-

tient, the patient loyalty that childbirth

establishes is worth a great deal in fu-

ture business. 7

Coronary bypass without car-

diac catheterization (DRG 107), for ex-

ample, had a median charge of $38,165

per patient in 1999; in contrast, neona-

tal care for normal birthweight babies

without complication costs an average

of $1,165 per patient in the same year.

Each of the five DRGs we examined

could be considered profitable.  We

looked to see if there were any trends

(Eq. 3)

i
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for a given hospital to gain these high-

profit patients over our sample time pe-

riod.  We regressed the number of dis-

charges for each DRG by the bigpart,

bigcare, year and interaction variables

(see Eq. 4).

In considering the debt load

carried by individual hospitals, we use

interest expenses divided by revenues

as a proxy for the relative impact that

debt has on a hospital’s finances and its

ability to make interest payments.  The

data for interest expenses was available

only for 1999.

Finally, the proposition that cul-

tural issues from the BI/D merger are

responsible for the difference between

the networks is unverifiable.  Only if none

of the other possibilities held true would

this answer appear feasible.  The evi-

dence of cultural problems comes from

both the popular press and our inter-

views, so while it may have existed and

played a role in hampering the develop-

ment of CareGroup, its impact was likely

more psychological than financial.

IV. Results
Prices

The regressions of revenue per

patient produced inconclusive results

when applied to the five DRGs in ques-

tion.  In most cases, the Partners data

were insignificant, but the CareGroup

variables were occasionally significant.

Overall, the regressions did not dem-

onstrate increasing revenue levels per

patient, as one might have expected from

a firm with the market power enjoyed

by Partners HealthCare.  Even more

surprising is the finding that for some

procedures, CareGroup revenues may

actually be gaining revenue at a faster

rate than Partners’ and making up for

an initial disadvantage.  This finding is

consistent with the opinions of the ex-

ecutives we interviewed who stated that

the two hospital groups received com-

parable prices.

For coronary bypass, the inter-

action terms bigpart99, bigcare97 and

bigcare99 are significant at a 95% con-

fidence interval, but bigpart97 was not

significant (Table A-3).  Bigpart99 had

an interaction coefficient of 6511, with t

= 2.34, suggesting that the revenues

earned by big Partners hospitals in 1999

were $6,500 above the state average.

In comparison, bigcare99 has a coeffi-

cient of 8772 (t = 3.94).  Bigcare97

has a coefficient of 13128 (t = 4.10),

substantially higher than the correspond-

ing value for Partners.  This suggests that

for the years in question, CareGroup

actually experienced revenue growth of

greater magnitude for coronary by-
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passes than Partners did.  While this

trend may seem surprising, the data con-

firms the hypothesis.  From the raw fig-

ures we see that it appears as if the Beth

Israel/Deaconess begins at a lower level

than its competition, but increases more

from 1996 to 1999 (Table 2).

Heart failure and shock (DRG

127) give a slightly different result as only

bigcare97 and bigcare99 are statisti-

cally significant.  Their coefficients of

2854 (t = 8.50) and 1021 (t = 2.15),

respectively, indicate that the revenues

that the Beth Israel received for heart

failure patients increased substantially

more than the average for those years.

In contrast, the Partners hospitals have

negative, but statistically insignificant,

coefficients.  The negative coefficient of

bigcare (–2320, t = -10.86), suggests

that the BI/D started off at a disadvan-

tage in 1996.  But when combined with

the gains made in 1997 and 1999, it has

basically pulled even with the Partners

hospitals, as seen in Table 3 on the next

page.  The 49% increase in revenues

per patient dwarfs the flat and negative

changes by the Partners hospitals, as

well as the 7% increase in Massachu-

setts overall.  That yr99 is also signifi-

cant with a coefficient of 1090 (t = 2.29)

only means that revenues gained in 1999

marked a significant change from the

year before, but that fact has no rel-

evance to our analysis.

For caesarian sections (DRG

371), we chose to use partners and

caregroup as the independent variables

rather than bigpart and bigcare be-

cause Mass. General did not have data

Table 2: Revenues per patient by
hospital by year for DRG 107

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

24763.19 35059.33 - 33160.62 0.3391

BRIGHAM AND WOMEN’S

25527.72 26785.92 - 31809.97 0.2461

MASS. GENERAL

28089.82 29687.41 - 34080.02 0.2133

MA median revenue

27468.49 27615.31 - 30267.02 0.1019
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for this diagnosis group (Table A-5).

From the raw data below, it appears that

the percentage change in revenue be-

tween CareGroup and Partners hospi-

tals are quite close to equal over the four-

year period, with the revenue level of

Partners being slightly higher.  This rough

observation is borne out in the regres-

sion, in which none of the interaction

terms are statistically significantly differ-

ent from zero and their coefficients ap-

pear to be moving in roughly the same

Table 3: Revenue per patient by
hospital by year for DRG 127

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

4297.86 7350.34 - 6408.67 0.4911

BRIGHAM AND WOMEN’S

5730.37 5231.57 - 5382.45 -0.0607

MASS. GENERAL

7179.4 7678.34 - 7270.34 0.0127

MA median revenue

6353.82 6631.26 6404.67 6812.05 0.0721

Table 4: Revenue per patient by
hospital by year for DRG 371

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

5615.32 8822.55 - 6911.05 0.2307

MT. AUBURN HOSPITAL

5844.52 6348.21 6482.29 6331.30 0.0833

BRIGHAM AND WOMEN’S

5795.10 6085.49 - 7165.75 0.2365

NEWTON-WELLESLEY

6661.65 6505.15 6982.13 7561.23 0.1350

MA median revenue

6457.55 6505.15 6482.29 7574.45 0.1730
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manner (except in 1997).  The only sig-

nificant statistic in the regression is the –

1608 coefficient on caregroup (t = -

2.85), which supports the notion that the

CareGroup hospitals started with lower

average revenues than both Partners (-

1109.6, t = -1.72) and the Massachu-

setts median.

Vaginal delivery without com-

plications (DRG 373) is another ex-

ample of what appears to be a strong

trend: CareGroup hospital starts lower,

but revenues grow annually until it

catches up with the Partners hospital.

In 1996, Beth Israel generates slightly

less than the state average in revenue

per delivery (bigcare = -426.7, t = -

2.05), but quickly closes the gap, with

a median revenue of $5,277 in 1997

(bigcare97 = 1878, t = 6.39) (Table

A-6).  In the overall picture, the rev-

enue at the BI increased 37% compared

to the state median of 17.6%, placing it

between the growth rates for the big

Partners hospitals (BWH = 52.6%,

MGH = 25.9%).  Although the revenue

data is not statistically significant at 95%

confidence intervals (bigpart97 =

579.15, t = 0.54; bigpart99 = 541.05,

t = 0.51; bigcare99 = 414.62, t = 0.92),

the positive coefficients indicate that the

BI/D is exceeding the average for other

hospitals with vaginal delivery in their top

20 DRGs.

The situation with neonatal care

for babies with normal birth weight

(DRG 629) is similar to that of heart fail-

ure and, to a lesser degree, coronary

Table 5: Revenue per patient by
hospital by year for DRG 373

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

3352.21 5276.78 - 4596.73 0.3713

BRIGHAM AND WOMEN’S

2835.37 3472.55 - 4327.17 0.5261

MASS. GENERAL

4832.22 5446.23 - 6082.33 0.2587

MA median revenue

3648.91 3827.68 3683.43 4290.025 0.1757
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bypass.  From the numbers below

(Table 6), it would appear as if the BI/

D began at a deficit relative to the Part-

ners hospitals, and that each had lower

revenue per patient than the state aver-

age.  While Beth Israel’s revenues

jumped in 1997 and remained there

through 1999, almost doubling the

state’s rate of growth (53% vs. 27%),

the Partners hospitals stagnated, not

even able to keep pace with other hos-

pitals within the state.  These observa-

tions are clearly reflected in the regres-

sion (Table A-7).  Both hospitals begin

at levels below the state average

(bigpart = -277.2, t = -4.26; bigcare

= -447.5, t = -8.11) and only the

CareGroup interaction term in 1997

(bigcare97 = 369.5, t = 4.45) is signifi-

cant.  The Partners terms have negative

coefficients but are insignificant at 95%

confidence levels.

According to these results, there

is no conclusive evidence that Partners

is receiving higher or faster growing

prices from insurers than CareGroup.

However, there is also evidence that

CareGroup’s revenues per patient may

be increasing more quickly and leveling

the originally uneven playing field.  In a

few cases such as coronary bypass,

heart failure and neonatal care, it seemed

that Partners and CareGroup prices

were moving in opposite directions with

Partners losing ground overall, although

the coefficients were rarely statistically

significant.  The finding that there is no

real difference between the prices given

to the two networks is in agreement with

our executive interviews.  Through our

Table 6: Revenue per patient by
patient by year for DRG 629

1996 1997 1998 1999 % change

BETH ISRAEL DEACONESS

705.57 1106.04 - 1079.19 0.5295

BRIGHAM AND WOMEN’S

828.72 805.98 - 864.00 0.0426

MASS. GENERAL

923.04 964.75 - 1044.25 0.1313

MA median revenue

1053.62 1133.61 1234.43 1341.16 0.2729
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analysis, we can eliminate preferential

pricing as the primary reason for Part-

ners HealthCare success.

ZIP codes

Discharges at Partners have

grown at a far higher pace than the

Massachusetts market overall, as illus-

trated by the performance of Brigham

and Women’s and Mass. General (see

Table A-1 in the appendix).  As men-

tioned before, MGH has gained 5,000

patients between 1996 and 1999 while

the Brigham’s patient discharges have

increased by 5,300.  The rates are even

more striking when taking into consid-

eration that the CareGroup hospitals

have dramatically underperformed the

state median, with discharges falling

slightly in a growing market.

As previously mentioned, we

must be careful when attempting to draw

conclusions from a discharge total made

only from the top 40 ZIP codes.  A num-

ber of ZIP codes and patients could dis-

appear from the top 40 simply because

the distribution of the hospital changed.

This analysis is useful when com-

paring changes within the top 40 ZIP

codes to the changes in the overall num-

ber of discharges.  As an example, it

appears from the top 40 ZIPs that

CareGroup is losing patients at a rate of

10% (over 4,200 patients), but we know

from Table A-1 that CareGroup has only

suffered a drop of about 1,100 patients.

This tells us that the 4,200 patient drop

in the top 40 ZIP codes is, in fact, a

product of CareGroup’s drawing pa-

tients from a wider range of ZIP codes

while losing many from the areas in

which they had been strong.  While

CareGroup is getting beaten on its home

turf, it is making up for some of its losses

by getting patients elsewhere.

Meanwhile, Partners has only

demonstrated a slight increase in the top

40 (1.58%, almost 1,100 patients) from

1996 to 1999, but from Table A-1 we

know that the network has actually

gained 9,000 patients overall, an in-

crease of 7.84%.  This result indicates

that while Partners is getting new pa-

tients from areas in which they were al-

ready strong, most of the increase in

volume is coming from other ZIP codes

outside their top 40, a testament to their

successful network building.  This point

appears to be a key to Partners’ suc-

cess: not only does it retain and develop

its core patient base, it brings patients in

from peripheral areas.

When looking at the flagship

hospitals, we see that the BI/Deacon-

ess has lost a total of about 3,000 pa-

tients from its top 40 ZIP codes, a drop

of 15%.  Compared with a total decline
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of less than 800 discharges, this huge

hit to the top 40 leads us to believe that

Beth Israel is losing a great deal of pa-

tients within its core area.  This comes

while Mass General has gained approxi-

mately 3,000 (an 18.1% increase) of a

total 5,000 patients from its top 40.  The

Brigham, in contrast, has picked up 300

patients (a 1.4% gain) from their big-

gest ZIP codes, a tiny portion of the

hospital’s total gain of 5,300 patients

(see Table A-1).

This presents Massachusetts

General and Brigham and Women’s as

slightly different cases within Partners

HealthCare.  Mass General has seen

most of its gain from ZIP codes in which

it had already been drawing most of its

patients, coupled with some growth

from non-top 40 ZIP codes.  On the

other hand, Brigham and Women’s has

enjoyed tremendous growth from out-

side its top 40 ZIP codes while main-

taining the number of patients in its top

40.  The Brigham retained most of the

same ZIP codes within its top 40 from

1996 to 1999, keeping the number of

discharges fairly constant throughout.

This leads us to believe that the 5,000

additional patients discharged by the

Brigham are coming from a multitude of

non-top 40 ZIP codes, leading to many

new ZIP codes, but not so many from

any one area that it changes the top 40

significantly.

As for the satellite CareGroup

hospitals, the Deaconess-Waltham Hos-

pital lost almost 579 patients from its

top 40, but saw a decline of just over

122 overall.  Of the Partners satellites,

Newton-Wellesley experienced some-

thing similar, shedding 2,185 patients

from its top 40 but losing only 1,403

total from all ZIP codes.  One possible

explanation is that Brigham and

Women’s, in part of its massive subur-

ban expansion, picked up Newton-

Wellelsey’s losses as members of the

same network.

The question becomes, from

where are these patients coming and to

where are they going?  Is CareGroup

holding its own in Boston while hemor-

rhaging patients in the suburbs?  Are

they losing them across the board?

Where are Partners’ strongest gains?

The top 40 ZIP code data can be bro-

ken down further into Boston and non-

Boston ZIP codes.  For our purposes,

we will call non-Boston ZIP codes

“suburban.” (Table A-8).

The two big Partners hospitals

have experienced very different patient

flows.  Massachusetts General has seen

a total top 40 increase of 18.1%

(~3,000 patients), about an equal per-
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centage of which has come from Bos-

ton, 17.1% (836 patients), as from the

suburbs, 18.6% (2,198 patients).  In

contrast, BWH has had a much smaller

increase in patients (296) in its top 40,

representing only 1.4% growth.  Of

these 296 patients, almost all have come

from the Boston ZIP codes (292), but

as we saw above, an enormous number

of discharges (almost 5,000) come from

outside the top 40 ZIP codes.  For the

BI/D, the distribution of its 3,000 pa-

tient decline has been proportionally

more heavy from the suburbs.  The hos-

pital has lost 2,204 patients (-19.8%)

from suburban ZIP codes while losing

only 872 patients (9.3%) from Boston

ZIP codes within its top 40.

The satellite hospitals that draw

modest numbers of patients from Bos-

ton ZIP codes include New England

Baptist and Mount Auburn for

CareGroup and Faulkner and Newton-

Wellesley for Partners.  In the Baptist,

of the roughly 550 patients they lost (-

22%) from 1996-1999, the distribution

is fairly even with a loss of 200 within

the Boston ZIPs (-21.8%) and a loss of

250 from the suburbs (-22.2%).  Mount

Auburn made a modest gain of 200 pa-

tients (1.9%) with almost the entire

amount coming from suburban ZIP

codes.

Faulkner and Newton-

Wellesley joined Partners within eight

days of one another in 1998, but only

Newton-Wellesley demonstrated a

change in patient discharges, suffering a

severe drop-off between 1997 and

1998.  Newton-Wellesley lost just un-

der 2,000 patients from its top 40 ZIP

codes between 1996 and 1999, but

most of them came between ’97 and

’98 from the suburbs (2,206 patients).

Although the hospital only had 360 Bos-

ton patients to start, it suffered its most

precipitous decline the year before it

merged with Partners, between 1996

and 1997.  Newton-Wellesley’s patient

flows eventually leveled off in 1999 at

159 patients, less than half the number

it had before.  As one of the longest sub-

urban holdouts, Newton-Wellesley felt

a great deal of pressure to merge with

one of the developing networks and had

to fight off an expansion by the down-

town hospitals into the suburbs.  Often

they would open new satellite branches

nearby or make affiliations with neigh-

boring physician groups.  One might

suppose that the drastic drop in Boston

patients and the subsequent fall in sub-

urban patients were factors that led to

their decision to merge.

Hospitals such as the Deacon-

ess-Waltham, Deaconess Nashoba,
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Deaconess Glover and North Shore

Medical Center have not drawn any sig-

nificant numbers of patients from the

Boston area so conclusions regarding

their distribution of patients are not pos-

sible other than to say that they deal ex-

clusively in non-Boston ZIP codes.

From the analysis of Tables 7

and A-1, we have some evidence to

suggest that the CareGroup hospitals

are losing large numbers of patients from

areas in which they had previously drawn

heavily.  With major losses coming from

the top 40 ZIP codes and the suburbs,

the Beth Israel/Deaconess has seen its

core patient base dwindle.  At Partners,

the patient gains appear to be divided:

Mass. General builds upon its core pa-

tient base and the Brigham extends its

coverage greatly while maintaining its

base.  MGH has gained patients in Bos-

ton and the suburbs as parts of its top

40 ZIP codes. Brigham and Women’s

has experienced very little change within

its top 40 and rapid growth in areas in

which it was not as strong before.

Table 7: Total Discharges from the Top 40 ZIP Codes

1996 1997 1998 1999 % change

CareGroup

BI/DEACONESS MED CTR 20485 20048 18882 17409 -15.02%

DEACONESS-GLOVER 2076 2221 1985 1873 -9.78%

DEACONESS-NASHOBA 1965 1829 1863 1976 0.56%

DEACONESS-WALTHAM 5814 5672 5265 5235 -9.96%

MOUNT AUBURN HOSPITAL 9343 9494 9361 9521 1.91%

NEW ENGLAND BAPTIST 2504 2260 2070 1952 -22.04%

total CareGroup 42187 41524 39426 37966 -10.01%

Partners

BRIGHAM & WOMEN’S 21192 21116 21589 21488 1.40%

FAULKNER HOSPITAL 5131 4926 5151 4936 -3.80%

MASS GENERAL HOSPITAL 16698 18204 18741 19726 18.13%

NEWTON-WELLESLEY 12369 12447 10208 10184 -17.67%

NORTH SHORE MED CENT 12872 13396 13184 13006 1.04%

total Partners 68262 70089 68873 69340 1.58%



27

Spring 2002

For the satellite hospitals lo-

cated in Boston (New England Baptist

and Faulkner hospital), the percentage

of total patient discharges represented

by the top 10 ZIP codes decreases much

more than for the larger hospitals within

their network (Table 8).  The Baptist

falls 26.4% and Faulkner decreases

16.3%.  A possible explanation for this

is that once the hospitals joined the net-

work, they began losing Boston area

patients to their larger affiliates, evening

out the distribution which was previously

concentrated on Boston ZIP codes.

Baptist became part of

CareGroup in 1994 as a result of its

previous merger with New England

Deaconess, then part of the Pathways

Network.  The Baptist shows steady

decline from 1996-1999.  The Faulkner

hospital joined Partners in 1998 and we

see an immediate 15% decline in the

percentage of total patients represented

by the top 10 ZIP codes between 1998

and 1999, whereas the percentage had

been fairly constant in the two years

before.

Case Mix

We regress discharges by DRG

in order to show an overall trend of Part-

ners hospitals gaining more patients

across all DRGs.  The regression for

coronary bypass (DRG 107) shows that

the big CareGroup hospitals started with

a higher number of procedures per-

formed than Partners did, with coeffi-

cients of 120 and 101 respectively for

the bigcare and bigpart dummies (t =

16.95, t = 3.77).  While the number of

discharges is decreasing with time (-

14%) (Table 9), we see a generally posi-

tive trend within the Partners interaction

terms and a negative one in those of

Table 8: Percentage of total discharges
represented by top 10 ZIP codes

1996 1997 1998 1999 % change

BI/DEACONESS MED CTR 23.21 21.91 20.40 20.05 -13.63

NEW ENGLAND BAPTIST 21.59 20.74 17.25 15.89 -26.38

BRIGHAM & WOMEN’S 22.87 21.90 21.79 21.03 -8.05

MASS. GENERAL 25.75 28.57 28.49 28.54 10.83

FAULKNER HOSPITAL 66.16 64.23 64.95 55.36 -16.32
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CareGroup, although most of the t-val-

ues are not statistically significant (Table

A-11).

Only two of the six interaction

terms are significant at 95% confidence

(bigpart98 = 128.5, t = 2.26 and

bigcare97 = -220.5, t = -19.5), but the

signs are constant within networks (i.e.

bigpart97 and bigpart99 also had posi-

tive t –values).  For example, the Part-

ners interaction terms were all positive

while the CareGroup terms were all

negative.  This indicates a general trend

towards an above average number of

discharges for big Partners hospitals in

each year period, although not neces-

sarily a significant one.  Similarly,

CareGroup interaction terms were

negative, with the only reliable value in

1998.  The year dummies show that

lower numbers of coronary bypasses are

performed when compared with 1996,

with drops of 35 in 1997, 87 in 1998

and 56 in 1999.  From this we can con-

clude that while CareGroup started with

more discharges for this DRG, the trends

in discharges are moving in opposite di-

rections.  Partners is gaining coronary

bypass patients while CareGroup is los-

ing them.

When looking at the regression

for neonatal care (DRG 629), the dum-

mies for the big Partners and CareGroup

hospitals are once again significant (Table

Table 9: Discharges for Coronary Bypass (DRG 107)

1996 1997 1998 1999 % change

BI/DEACONESS MED CTR 413 157 301 309 -0.2518

BRIGHAM & WOMEN’S 366 460 481 394 0.0765

MASS. GENERAL 422 414 390 378 -0.1042

MA total 2853 2743 2485 2452 -0.1406

Table 10: Discharges for Neonatal Care (DRG 629)

1996 1997 1998 1999 % change

BI/DEACONESS MED CTR 4580 4429 4459 4243 -0.0736

BRIGHAM & WOMEN’S 6970 7230 7770 8281 0.1881

MASS. GENERAL 1172 1708 1989 2298 0.9608

MA total 70932 71047 72034 71489 0.00785
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A-12).  While the CareGroup coeffi-

cient is positive (3524, t = 24.24) and

greater than that of Partners (3016, t =

1.4), the interaction terms have coeffi-

cients of the same sign much like with

the coronary bypass example.

Bigpart97 (384, t = 0.13), bigpart98

(748, t = 0.25) and bigpart99 (1154, t

= 0.38) each have a positive coefficient

but a t-value too low to conclude with

confidence that the values are correct.

Similarly, the bigcare interactions have

steadily declining coefficients that are not

statistically significant.

Heart failure and shock (DRG

127) holds roughly the same results as

in the previous examples.  The bigcare

dummy has a higher coefficient (355.2,

t = 22.57) than bigpart does (186.7, t

= 8.05) (Table A-13).  While the

bigpart interactions for 1997-1999 are

all positive but insignificant, the bigcare

interactions begin as positive (bigcare97

= 50.7, t = 2.11) but then turn negative

(bigcare99 = -48.4, t = -2.13) within

two years.  This analysis would appear

to be reinforced by the raw numbers

(Table 11).  Overall in Massachusetts,

the number of discharges for heart fail-

ure has fallen 3% (570 patients), match-

ing the decline of the BI/D’s discharges

(8%, 47 patients).  In contrast, the

Brigham and the General have both

gained 15% (69 and 64 patients, re-

spectively).  This continues the trend of

CareGroup hospitals starting with a

slightly higher number of discharges,

then progressively losing that advantage

over the four-year period.

Vaginal delivery without com-

plications (DRG 373) continues the

same pattern as with the other DRGs in

question.  The Beth Israel/Deaconess

begins with a higher average number of

discharges than the Brigham and Mass.

General (bigcare = 2104, t = 24.49;

bigpart = 1809, t = 1.35) and there is

a general increase in Partners patients

Table 11: Discharges for Heart Failure
and Shock (DRG 127)

1996 1997 1998 1999% change

BI/DEACONESS MED CTR 583 644 614 536 -0.0806

BRIGHAM & WOMEN’S 391 388 445 450 0.1509

MASS. GENERAL HOSPITAL 438 486 484 502 0.1461

MA total 19274 19615 19993 18704 -0.0296
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combined with a general decrease in

CareGroup patients, although the t-val-

ues are insignificant, again (Table A-14).

Although the market as a whole experi-

ence minimal upward movement,

CareGroup had no change with a 5.9%

loss by the BI/D while Partners gained

17%, led by a 20% increase from BWH

and a whopping 119% jump in dis-

charges by MGH (Table 12).

We see an across-the-board

increase in discharges from the large

Partners hospitals relative to CareGroup

and the state figures, although few of the

coefficients are statistically significant

with 95% confidence.  This indicates a

growth in the number of high profit pro-

cedures conducted by Partners hospi-

tals.

Debt

From our calculation of the interest ex-

pense/ net revenues for 1999, we see

that the ratio is higher on the whole for

the CareGroup network than it is for

Partners network (7.56 vs. 6.62), but

Table 12: Discharges for Vaginal Delivery (DRG 373)

1996 1997 1998 1999 change (%)

BI/DEACONESS MED CTR 2768 2803 2777 2605 -0.05889

CareGroup 3640 3708 3780 3640 0.0000

BRIGHAM & WOMEN’S 4299 4506 5030 5157 0.1996

MASS. GENERAL 647 1122 1277 1417 1.1901

Partners 8178 8966 9343 9585 0.1720

MA total 44359 45365 45549 44896 0.01210

Table 13: Debt Load

Capital Net inpatient             Interest ex.

Expenditures Revenue             Revenue

BI/DEACONESS MED CTR 27701866 328275736 8.439%

CareGroup 34115606 451545553 7.555%

BRIGHAM AND WOMEN’S 29296615 434285913 6.746%

MASS. GENERAL 28240134 473192585 5.968%

Partners 70107846 1058998272 6.620%

MA total 1999 hospitals (median) 4.825%
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both are higher than the median for all

Massachusetts hospitals on the year

(4.83) (Table 13).  As mentioned in the

data section, the ratios for the networks

are possibly a better indication of the

true nature than the individual numbers.

However, if we choose to assume that

the individual numbers are accurate, we

can look at the numbers for Beth Israel/

Deaconess, the institution to which the

popular press and those we interviewed

attribute the bulk of the debt problems.

The ratio for the BI/D is very high com-

pared to that of the Brigham and MGH.

Although interest expense numbers for

the two hospitals are about even, both

the BWH and MGH have significantly

higher inpatient revenues than the BI/D

does.  These numbers would lend cre-

dence to the popular theory that the

CareGroup network is being bogged

down financially by its high debt load.

V. Conclusion
On the whole, the guidance pro-

vided by the executives we interviewed

would appear to be a true representa-

tion of the real situation.  The analysis

demonstrates that Partners HealthCare

owes a large part of its success to in-

creased patient volume, likely a result

of a recognizable brand name and fi-

nancially sound network building with

physician groups.  The data clearly dem-

onstrates the Partners’ much higher

growth rate of discharges, for the flag-

ship hospitals and for the network.

By comparing top 40 ZIP code

discharge data to total hospital discharge

data, we get the sense that Brigham and

Women’s and Massachusetts General

Hospitals are doing a good job of pre-

serving their core patient areas while also

succeeding at expanding their networks.

Beth Israel/Deaconess, on the other

hand, is rapidly losing patients from its

top 40 and replacing them elsewhere,

indicating that it is losing the battle for

patients in areas in which it once suc-

ceeded.  Not only does Partners get

more patients from downtown and the

suburbs, this appears to manifest itself

across DRGs with Partners discharging

high-profit patients at a greater rate than

CareGroup.

In accordance with the inter-

views but somewhat surprising theoreti-

cally, the pricing data failed to demon-

strate any significant evidence of pre-

ferred prices received by Partners over

CareGroup.  Overall, the levels of rev-

enue per patient were not different for

the Partners hospitals or the big Part-

ners hospitals.
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Endnotes
1 A timeline of Partners and CareGroup
mergers is provided in the Appendix.
2 Paul Levy interview.
3 In fiscal year 1999, Partners had 123,225
patients discharged to CareGroup’s 65,217.
Refer to Table 1.
4 Kowalczyk, Liz.  “500-700 Layoffs for
Beth Israel in Effort to Avert Sale.”  Boston
Globe.  Jan. 8, 2002: A1.
5 Wilmsen, Steven.   “Hospitals See Liver
Centers as Way to a Cash Transplant.”
Boston Globe.  Dec. 31, 1999: D1.
6 Huckman 8
7 Levy interview.
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Chile’s Neo-liberal Restructuring:
 1973-1988
James Meeks

Abstract

This paper looks at the political economy of Chile, specifically fo-
cusing on the radical neo-liberal reforms that took place between
1973 and 1982 under the government of a military dictatorship. The
paper takes a theoretical approach to explain how the military gov-
ernment chose an economic package, and concludes that, despite
early economic instability and a severe debt crisis in 1982, the thor-
ough trade liberalization introduced by General Pinochet was the
underlying factor that spurred Chile’s 15-year economic expansion
under the subsequent democratic government.

I. Introduction
The extreme turbulence and in-

novation in the political economy of Chile

over the past three decades has attracted

the attention of economic historians and

foreign governments around the world.

After thirty-five years of Import Substi-

tution Industrialization (ISI) orthodoxy,

Chile has seen radical shifts from the far

left socialist administration of Salvador

Allende to the far right military dictator-

ship of Augusto Pinochet, to the present

day democratic center-left ruling coali-

tion of the Concertación de los

Partidos de la Democracia (CPD).

Such political change brought

with it fundamental shifts in the Chilean

economy as well. In a 1973 bloody

coup, the military under the leadership

of General Pinochet disposed of demo-

cratically elected Allende and spent the

next decade trying to dismantle not only

the socialist reforms of Allende, but also

the basic structure of the ISI political

economy. Engineered by University of

Chicago trained academics (the so-

called “Chicago Boys”), the radical neo-

liberal policies based on government

non-intervention and trade liberalization

made Chile a veritable laboratory for

unrestricted market forces. Only after

the international debt crisis of 1982,

when political and economic pressures

forced more state intervention, did the

Pinochet regime attempt to mitigate cer-

tain market forces. Overall, however,

this grand ideological experiment in text-

book neo-classical economics has in-
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spired great debate in both policy circles

and the academic literature.

II. The Debate
On one hand, Chile has far sur-

passed the rest of its Southern Cone

neighbors in economic growth over the

past decade, with GDP increasing an

average of 8.3% a year between 1988

and 1998.1  As a recent World Bank

report states: “Chile is widely recognized

as having the most open, stable, and lib-

eralized economy in Latin America, with

a market-based economic system in

which the private sector is the engine of

growth and the public sector plays only

a guiding and supportive role by setting

the ground rules, compensating for ma-

jor imbalances, and maintaining macro-

economic stability.”2  Productivity gains,

low inflation and high output growth have

made Chile the only country in Latin

America with investment grade rating

among US banks. This success was well

received by other Latin American LDCs:

by the late 1980s, the “Chilean Ortho-

doxy” was accepted as the model for

stabilization and structural reforms in

Bolivia, Mexico, Argentina, Peru, Co-

lombia and Brazil.3

But, as some economists would

suggest, perhaps the Chilean Orthodoxy

was too quickly accepted. At the time

when other South American nations

began appropriating some of the neo-

liberal policies pioneered under the

Pinochet regime, the long-term macro-

economic success of such reforms was

Table4

Chile: Evolution of Growth and Exports

Growth of Exports Growth of GDP Total Excluding Copper)

1960-1970 4.2%  5.6% 4.6%

1971-1973 0.5% -4.4% -11.9%

1974-1981 3.7% 12.0% 20.9%

1982-1989 2.4%  6.5% 8.2%

1990-1995 6.7% 9.0% 9.8%

*note: 1960-70: ISI orthodoxy under Frei; 1971-73 socialist Allende admin-

istration; 1974-81 pre-crisis radical neo-liberal era under Pinochet regime;

1982-89 increased state intervention under Pinochet regime; 1990-95 demo-

cratic center-left coalition.
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less than clear. In the military

government’s fifteen year rule, GDP

grew only by an average of 3% a year,

25 per cent less than average annual

growth rate at the end of the ISI years

between 1960 and 1970 (see Table 1),

and half the growth rate being experi-

enced by the LDCs of East Asia at the

same time. In fact, the two depressions

experienced during the Pinochet years

(1975 and 1982) had negative GDP

growth rates of -13.3% and -14% re-

spectively, far worse than anything ex-

perienced under the unstable Allende

years. Indeed, Chile’s recent economic

success has been almost entirely expe-

rienced under the more moderate poli-

cies of the democratic coalition admin-

istrations since 1988.

If the center left democratic coa-

lition of the 1990s met much greater

success in spurring GDP growth than

the Pinochet regime did under its fifteen-

year rule, why was the neo-liberal or-

thodoxy held with such regard? I hope

to suggest in this paper that GDP statis-

tics are not adequate indicators in at-

tempting to understand the Chilean

economy between the years of 1973 and

1988. Amid the great turbulence of vola-

tile growth rates, fluctuating unemploy-

ment and unstable inflation, an overly

sensitized Chilean economy was in fact

enduring great structural change in these

fifteen years, change that created a mar-

ket foundation that enabled long term

growth far beyond the years of the

Pinochet regime.

Were the social and economic

costs of this volatile era worth the struc-

tural benefits? In a paper of such a length

I am unprepared to say; in fact, the sta-

bilization measures taken by the military

regime in the late ‘70s could provide a

case study for the devastating effects

excessive market exposure can cause

to the financial market of a Lesser De-

veloped Nation. Yet, amidst many het-

erogeneous policy failures, one pillar of

the neo-liberal reform package has,

more than anything else, created an en-

gine of sustainable growth for the Chil-

ean economy: the shift from primarily

copper-based exports to a more diver-

sified and dynamic export market. The

trade liberalization and export promo-

tion and product diversification carried

out throughout the rule of the military

regime, and continued by the following

democratic administrations, has been the

greatest success of the neo-liberal ex-

periment.

In short, despite of (or, in some

cases, because of) mismanaged liberal-

ization policies, the basic market diver-

sification that developed out of trade
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reform enabled Chile to move away from

its reliance on copper exports as the sole

source of foreign revenue. The efficient

exploitation of its comparative advan-

tages in the world market created ex-

port led growth in productive industries

untapped in the ISI years. Although there

was a significant lag between export and

GDP growth, the new vibrant market,

with increasing diversification and sta-

bility, must be seen as contingent for the

economic success of the 1990s.

III. Political Theory and
Practice

So much has the Chilean expe-

rience affected the psyche of political

economic theory over the past two de-

cades that contemporary theorists find

themselves combating the general as-

sumptions that seem to have developed

from the Pinochet years and similar par-

allels in the autocratic East Asian NICs.

Haggard and Webb address the argu-

ment that authoritarian regimes might be

more successful at initiating reforms than

democratic ones insofar as authoritar-

ian regimes can override interest-group

demands and general rest-seeking be-

havior.5  Certainly the Pinochet regime

saw itself in this role. After decades of

what it perceived as the rentier economy

of the ISI days, the regime took great

pains to establish itself as an autonomous

actor ensuring the public good: in 1977

Minister Pablo Baraona proudly de-

clared “We have never consulted the

agrarian producers for the adoption of

any measure. Our decisions are not ne-

gotiated, and the government will not

allow any pressure during the implemen-

tation of its policies.”6  Haggard and

Webbs’ response is that this argument

makes an ungrounded assumption that

any such leader would be enlightened,

a benevolent social planner invested in

the welfare of his country. They point

out the numerous examples of countries

such as Albania, Iran, Myanmar and

Romania, in which policy mistakes were

so egregious and self-serving that only

a dictator could have sustained them.

The rational choice theorist

Mancur Olson, undaunted by the his-

torical examples put forth by Haggard

and Webb, posits that an autocrat is most

inclined to maximize the wealth of the

country if he thinks he is a “stationary

bandit,” that is, if he assumes that he will

be entitled to the wealth of the nation

for an extended period of time.  Olson

argues that if an autocrat “has no rea-

son to consider the future output of the

society at all, his incentives are those of

a roving bandit,” 7 leading him to maxi-

mize his access to the nation’s wealth in
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the short period of time in which he has

access to it, most often by employing

unsustainable short-term growth mecha-

nisms.  When actors do live out such

rational-choice decisions, Olson’s argu-

ment seem prescient: when the Radical

Party in Argentina saw its chances for

reelection slipping in the mid 1980s, the

government dramatically increased pub-

lic expenditures to earn popular and in-

terest-group support, inevitably send-

ing Argentina into a hyper-inflationary

tailspin, with CPI increasing 1000% a

year. Despite the historical reality that

voters punish rather than reward unsus-

tainable policy even if they accrue im-

mediate benefits, political regimes in the

1970s and 80s often made their ‘ratio-

nal’ choices in terms of such short-term

calculations.

I propose that we consider

Pinochet and the military regime be-

tween the years of 1975 and 1982 in

light of Olson’s “stationary bandit”

theory. After successfully playing off of

Chile’s strong military and constitutional

traditions, General Pinochet was able to

ride the popular coup to power, and

solidify his position by fostering military

loyalty, upper and middle class support,

and a climate of political fear induced

by political violence and repression. By

1975, Pinochet had “centralized

[power] to an unusual degree8” even by

the standards set by other dictators

throughout Latin America. After two

years of political consolidation, Pinochet

assumed that he would retain the office

for life, and certainly was willing to fight

for it. Although many military and civil

opponents seriously challenged him,

Pinochet’s willingness to engage in

brinkmanship in order to retain power

secured his authority.9 Because he felt

(and asserted) his tight control on the

reigns of power, Pinochet began his eco-

nomic restructuring plan as a secure

bandit, and enforced political reforms

with this mentality for the first eight years

of its tenure. He brought in the team of

economists known as the Chicago Boys

because he was “impressed by the co-

herence and logic of economic models

and the emphasis on the general wel-

fare of society, one sharply opposed to

the Marxist tradition but also opposed

to the politics of patronage and populist

appeals.10” Pinochet leveraged his es-

tablished position to give “the team con-

siderable latitude11” insofar as the team

assured him that their policies would fur-

ther his reign by establishing a sound

economy underneath him.

The economic policies reflected

this political security. Neo-liberal re-

forms were seen as the opposite of the
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‘quick-fix’ scenario offered by populist

public expenditures: a severe cut in pub-

lic expenditures (public sector deficit de-

clined from 30% of GDP in 1973 to

5.4% in 197412) and a general decline

in state intervention (selling of public

land, privatization of public banks, elimi-

nation of all non-tariff barriers to trade)

would lead to short-term disruptions, yet

would in the long-term provide a

healthier macro-economic environment.

Because of the political isolation of the

autocratic economic policy makers, the

Pinochet regime was able to present sta-

bilization measures as “painful but nec-

essary”13 without having to worry about

the inherent unpopularity that such mea-

sures generate in the short-run. In order

to convince businesses that they need

to adjust from ISI subsidies and domes-

tic production to export markets under

new trade liberalization measures, the

government must establish at least a per-

ception of commitment to its policy re-

forms; Pedro Arraigada suggests that

“Stability of macroeconomic policy, and

of the exchange rate policy in particular,

is the most important exogenous factor

determining whether the firm will become

involved in exports.”14

Yet, here we must proceed with

caution. While Olson’s normative theory

is applicable to Pinochet’s justification

for the radical neo-liberal reforms of the

‘70s, his positive assumptions that such

a ‘stationary bandit’ would produce the

most effective reform falls short. The

rational-choice model assumes that well-

heeded self-interest will somehow be-

get the most effective policy choices, yet

sound motivation should not be confused

with prudent means. While liberalization

of Chile’s trade and financial markets

was much needed, the speed and se-

verity at which it was carried out threw

the economy into a tailspin by 1982.

Reducing the average tariff from 97%

to 10% by 1978 caused a huge inflow

of imports at a rate with which the ex-

port market could not catch up its terms

of trade; imports had to be financed with

foreign capital, and Chile’s foreign debt

grew to 20% of its GDP in 1979.15

When the international debt crisis hit in

1982, Chile’s GDP shrank by 13%,

setting the economy back almost three

years in economic growth.

With the economic and social

upheaval of 1982-84, Pinochet saw his

status as a ‘stationary bandit’ in great

danger, and had to adjust appropriately.

As his only chance for political survival

was to build support among the busi-

ness elite, Pinochet opened his govern-

ment to the influence of the powerful

coalition, the Confederation of Produc-
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tion and Commerce (CPC), which was

made up of leaders from the mining,

agriculture and manufacturing sectors.

Purging the ideologically driven Chicago

Boys, Pinochet appointed members of

the CPC as advisors to the Minister of

Finance, where the coalition took a major

role in defining the 1984 bailout pack-

age that involved a moderation of the

neo-liberal policies of the ‘70s: export

subsidies, debt conversion to stimulate

new production activities for export of

specific goods, active participation of the

state in providing market information,

and forestry subsidies.

Given the success of the re-

forms in returning the economy to 6.7%

growth in 1984 and maintaining posi-

tive growth throughout the end of the

regime, we must revisit the assumption

addressed by Haggard and Webb that

interest groups are inherently rent seek-

ers. Eduardo Silva, in a somewhat

Marxist tradition, looks to the business

coalitions as the guiding force in affect-

ing state policy. Silva suggests that eco-

nomic “policy requires carriers”16: while

the state has the jurisdiction in policy cre-

ation, businesses are the sole means to

policy implementation. Without the in-

put and perspective of the industries that

actually have to compete in the sectors

that the state wishes to reform, policy

measures become uninformed and

overly theoretical without the desired

result of effectiveness. Thus, when the

autocrat isolated from rent-seekers, he

is also isolated from the businesses that

are the engines of the economic growth

he wishes to inspire.

Interestingly, the composition of

the businesses important enough to have

influence over state decision-making

process in 1984 was different than that

of ten years early. The inefficient

hacendados owners and the heavily

subsidized industries of the ISI days

collapsed or sold out if they were un-

able to compete in the increasingly com-

petitive market of the ‘70s. One of the

immediate legacies of the extreme neo-

liberal policies of the pre-crisis period

was the creation of a severe weeding-

out environment: according to Carlo

Pietrobelli, “in this period of abrupt

policy changes, structural transforma-

tions and changing external conditions,

the rate of firm mortality was high. The

successful exporters are, in a way, the

last survivors of a harsh competitive se-

lection.”17 These successful exporters

held great influence in the CPC by 1984.

It was these efficient producers

who survived the un-mitigated exposure

to international markets that were the

businesses most primed to benefit from
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a sound macro-economic reform pack-

age in 1982-83.  All of the inefficient

producers from the ISI days that relied

on rent-seeking behavior to maintain

profits either increased efficiency or

failed in the late ‘70s, leaving primarily

those firms that had more interest in sta-

bilizing the economy and return to the

profitability levels of before the crisis,

rather than just leveraging their policy

influence to accrue short-term rents from

the state.  Hence, we could revise the

traditional model that all business inter-

est-groups are naturally inclined to rent-

seek from the state (the model that en-

abled the intellectual downfall of the ISI

theory) with a new model: those firms

that survived in an effectively unregu-

lated, unprotected market are inclined

to advise the state to address broad

market failures rather than return to the

pre-liberalization days of subsidies and

strict regulation. While there were cer-

tainly rents being taken (the forest in-

dustry was significantly subsidized), they

were within the bounds sustainable by

the market without crippling distortions.

Because the rents were a limited part of

the reforms, the macroeconomic poli-

cies were able to jumpstart the economy

for the subsequent fifteen years of

growth.

IV. Economic Theory and
Practice

At the heart of the neo-liberal

reforms of the 70’s was the belief that

state intervention created inelasticity in

the efficient allocation of resources within

the economy.  The reduction of govern-

ment spending, the redistribution of lands

taken by the state under the Allende re-

gime, the near elimination of tariff and

non-tariff restrictions, and the de-regu-

lation of the financial markets were all

attempts to let the market sort out and

reward those industries with a compara-

tive advantage in international trade,

without the state deciding which sectors

should be artificially propped up. The

pendulum swung heavily from the era of

extreme government intervention under

Allende, where internal and external

imbalance resulted from a public sector

deficit that increased from 6.7% of

GDP in 1970 to 30.5% of GDP by 1973

with inflation at 650% a year despite

price controls, to the practically com-

plete removal of the State under

Pinochet.

The immediate result of the re-

forms was a dramatic rise in imports.

As these imports were flooding the do-

mestic market, another phenomenon hit

Chile in a way that, I hope to suggest,

changed the make up of the Chilean
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economy for the next 25 years: the world

price of copper plummeted. In 1973,

copper made up 81% of Chile’s ex-

ports,18 thus, when world copper con-

sumption fell by 25% by 1975,19 Chile

was left without its major source of for-

eign capital to pay for the foreign goods.

The short run phenomenon, as mentioned

earlier, was an unsustainable increase in

foreign debt. The long run effect, how-

ever, was a jolt to the Chilean non-cop-

per exports, which grew on average a

remarkable 20% between 1975 and

1981, and hovering around 10% post-

crisis to present day (see Table 1).

Perhaps drawing off of the Chil-

ean model, Rudiger Dornbush suggests

that “together, deregulation and trade re-

form can shake an economy out of a

slow-growth trap, toward an accelera-

tion of growth which then develops its

own dynamics and financing.”20 Look-

ing at the rates of export growth in Chile,

it would be hard not to consider the

country a model of “export-led” growth

rather than “growth-led” exports,21 es-

pecially when we observe in Table 1 that

GDP growth did not fully catch up with

export growth for another decade and

a half. Yet, more interesting than the

simple growth of exports is, in my opin-

ion, the diversification of the entire ex-

port market in Chile in the face of former

dependency on the copper market

alone.

Chile has greater copper re-

serves than any other nation, holding

23% of all potential copper in the

world.22 In 1972, President Allende

nationalized all of the nation’s copper

mines so that, once Pinochet combined

the eight biggest producers into the state

run CODELCO, the Chilean govern-

ment received total rent on the industry

which, in 1997, contributed to 7% of

GDP.23 Given the great importance of

copper to the Chilean government, it is

surprising that in the mid-‘70s the state

encouraged non-copper exports to such

a degree.

According to Michael Shafer,

the leading sector in which an economy

interacts with the world market will fun-

damentally affect the state’s ability to

spur growth. Shafer describes what he

calls a “high/high sector,” such as min-

ing copper or drilling oil, which are

marked by high capital intensity, high

economies of scale, and high produc-

tion inflexibility.  Shafer argues that when

such sectors dominate a nation’s export

market, then the leaders of the sectors,

being the main source of state revenue,

have incredible influence on the state’s

actions. Such actors are empowered to

rent-seek and urge the state to restrict



42

The Harvard College Economist

market forces in the form of federal sub-

sidies and regulation, thus preventing

greater competition in potentially more

productive sectors. Restructuring, which

Shafer describes as the “state-led effort

to reallocate resources and reorient eco-

nomic activity by reducing a country’s

vulnerability to the risk associated with

its current leading export sector, or to

seize greater or safer opportunities pre-

sented in other sectors” is greatly dis-

couraged in countries marked by a high/

high sector.24

Even in the face of such free

market dogma advocated by the

Pinochet regime, one cannot underesti-

mate the power of this tenacious brand

of rent-seeking behavior. Shafer’s theo-

retical market has been the only expla-

nation I have found for why, when al-

most every aspect of the Chilean

economy was radically liberalized, the

Pinochet regime not only refused to

privatize the copper mines that were

taken over by the state under Allende,

but took action to consolidate the eight

mines for greater control and manage-

ability. The influence that the copper in-

dustry had on the state did not go unno-

ticed by the business community: as one

businessman stated in 1979, “I won’t

ever go into exports, because as soon

as the copper price goes up the whole

effort to promote exports will halt.”25

Yet, in order to stabilize economic

growth, Chile needed to move away

from this high/high sector dominance in

ways I will explain below.

I would argue that the dramatic

tariff reduction and trade liberalization

policies combined with the fortuitous

timing of the world copper price crash

enabled state and market forces to en-

courage a diversification of export pro-

duction in order to pay for capital ac-

count balances. By the time copper

prices rebounded to sustainable heights,

the six years of rapid export growth that

had already transpired ensured the firms

a significant place for their influence in

shaping the state’s export policies.

These firms then continued to spur

Chile’s “export-led growth” despite the

1982 crisis, and through the late eight-

ies and early nineties.

V. Copper Exports
Given the abundance of re-

serves located in the Andean highlands,

copper will always have a major role in

Chile’s economy. For the most part,

copper is something that the developing

world has, and the developed world

needs,26 and the importance copper has

in basic infrastructure development en-

ables an ever-present market.  Yet, this
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market fluctuates as much as that for any

other mineral, and, given the growing

market for substitutes, such as optic-fi-

ber, the copper market is ever more

vulnerable to instability.

Despite the inherent market

volatility of copper, the Pinochet regime

refused to take measures to cushion its

producers from price fluctuations. In the

early ‘80s, Chile refused to enter the

developing world’s copper cartel,

CIPEC. Not surprisingly, Chile believed

that other nations were not producing

at a level of efficiency that CODELCO

had reached, and thus attempted to un-

dercut the market at cheaper prices.

Because Chile was producing more

than a quarter of the world’s supply of

copper at the time, CIPEC never mate-

rialized as a political force, leaving Chile

in the same position: “the excessive reli-

ance on the market mechanisms to

counteract fluctuation of the copper

prices failed to counteract vulnerabil-

ity.”27

Even though copper no longer

makes up the majority of Chile’s ex-

ports, the volume of production still

greatly influences Chile. Antonio

Spilimbergo posits that world copper

prices play an important role in short-

term fluctuations and probably influence

the long-term growth of the Chilean

economy: In three out of four copper

price cycles between 1987 and 1998,

GDP growth peaked one or two quar-

ters after the copper price cycle

peaked.28 In all three cases, the percent-

age change in the price of copper (on

average around 30% in between the

peak and trough of one cycle) was

roughly equivalent to the percentage

change in GDP. If this national volatility

effect is the case when copper makes

up 43% of all Chilean exports, one won-

ders what a similar study would find

when copper made up 81% of all ex-

ports in 1974.

This volatility has an even

greater impact on other export produc-

ers within the Chilean economy.

Spilimbergo found a linkage between

Chile’s real exchange rate and the cop-

per cycle, insofar as during copper

booms, consumption of imported du-

rable goods significantly increases, ex-

plaining the ‘excess volatility’ of con-

sumption over the cycle.29 Thus, the

price of copper can crowd out the real

exchange rate for other goods intended

for the export market despite their in-

ternal cost mechanisms. As Agosin

points out, “export markets are limitless,

provided that countries’ shares in the

markets of the importing countries do

not become too large. In other words,
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in order for the export-led growth to be

sustained on the demand side, the ex-

porting country must continue to be

‘small’ in world markets. This requires

the ongoing diversification of exports30.”

In order for Chile to succeed in pro-

moting different and varied goods for

the export market, it needed to grow

the nascent exporting firms during a time

in which the price of copper was de-

pressed. When we look at rapid growth

of non-copper exports over the last 25

years, we must focus on the genesis from

1975-1982, for it was during those six

years in which exports exploded with

20% growth a year as copper’s share

of the export market was cut in half.

The momentum of non-copper

export growth that began in the ‘70s was

so strong that, while Chilean copper

hovered around 45% of total exports

ever since 1981, its share in the world

market went from 15.1%31 to 34% in

1997, with twice as much market share

as the next nation.32 Copper sales grew

40% from (US$2997.1million to

US$4168.7 million) between 1980 and

1988,33 and another 130% between

1988 and 1997.34 Now we shall look

at the industries that were keeping pace

with such growth.

VI. Export Diversification:
Agriculture, Fishing, and

Forestry
In the trade liberalization days,

both market security and comparative

advantage issues played a part in induc-

ing producers to focus on new natural

resource exports. According to Shanti

Chakravarty, agricultural goods experi-

enced much less price volatility than

copper, and thus capital lending, which

was oriented towards much more stable

product profitability in the wake of the

turbulent years prior, tended to favor

such production.35 The focus on more

inelastic goods such as apples and

grapes created a more stable market.

This, combined with the fact that Chile

had only to compete with Argentina and

Greece for supplying the majority of the

developed world with fresh fruit in the

winter,36 created a distinct comparative

advantage for Chilean producers.

According to Carter, Barham

and Mesbah, proponents of agricultural

exports “stress the macroeconomic ben-

efits, which include rising foreign-ex-

change earnings, diversification of ex-

ports, and more efficient use of re-

sources.”37 If we are to include forestry

and fishing under the broad category of

agricultural production, we can see that

this theory supports the Chilean model.
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Agricultural and forestry exports grew

from US$99.3 million in ’74 to US$610

million in 1981 (1981 dollars),38 ac-

counting for the lion’s share of Chile’s

overall non-copper export growth in that

time period.  Even despite the 1982

depression, fruit continued to grow at

17% yearly throughout the early ‘80s,

and fish exports (mostly salmon and sea-

bass) at around 14%, shooting up to

27% a year after the crisis.39 Altogether,

non-traditional exports practically

doubled between 1980 and 1988 with

sales increasing from US$1195.1 to

US$2037.5 million despite the general

economic losses of 1982-83. Total cur-

rent dollar value of agro-forestry exports

in 1990 was ten times that in 1974.

This rapid market reorientation

was not just a response to trade liberal-

ization, but also extensive land reform

carried out by the Pinochet government.

Returning arable land to private owner-

ship, the military government allowed the

market to put pressure on landowners

to produce.  According to Lovell Jarvis,

“ a corollary to the free market approach

was that government should not provide

special assistance to the reform sector.

The land reform sector should be dis-

tributed as private parcels to individual

producers, who should be forced to

prove themselves or sell their land to

others.”40 This practice enabled a large

degree of land re-allocation as the mar-

ket cleared inefficient producers: 57%

of the original 48,000 beneficiaries of

land reform sold their land, while at the

same time total area devoted to fruit

crops nearly tripled between 1974 and

1990.41

Despite such favorable statis-

tics, Carter, Barham and Mesbah con-

clude that in the first stages of this pe-

riod, real wages did not grow with ex-

port revenues, suggesting that perhaps

GDP distribution was not responding to

the macro-economic indicators. This is

most likely the result of the loss of

manual labor in favor of technology

transfers and economies of scale. The

World Bank Development Report

shows that Chile’s percentage of labor

force in agriculture dropped from 47%

in 1965 to 31% in 1980, which may

account the loss of small farms and in-

dividual landowners seeking employ-

ment in urban areas. During this period,

I think it is important to note that signifi-

cant readjustment is taking place in the

Chilean countryside, the greatest aspect

being the reallocation of land. What we

can observe is that those producers that

thrived during the late 70’s, continued

to grow, consolidating their holdings and

increasing productivity.
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Yet, during the financial crisis,

these sectors were hit hard: agricultural

GDP dropped 2.1% in 1982 and 3.6%

in 1983. Total cultivated area decreased

from a historical average of 1,200,000

hectares to 860,000.42 While the mis-

managed financial policies of the

Pinochet regime caused the decline, it is

important to note that the growth rate

of world exports became negative dur-

ing the period from 1981-1985, with an

average annual decrease of 1 per cent.43

Yet few nations seemed to be as hard

hit as Chile.

Pinochet was forced to re-

spond, introducing more reasonable

policies that addressed market failures

and externalities with moderately more

state intervention. Protective tariffs were

doubled to 20% and subsidies were in-

troduced to the forestry industries and

specific agricultural producers. Maria

Cruz explains that “when the Pinochet

regime noted that export revenues were

being addressed overwhelmingly to-

wards food imports, a decision to di-

versify the sources of foreign exchange

generation and savings was taken. Price

stability and profitability were guaran-

teed to producers of some basic food-

stuffs by establishing price bands.”44 I

would like to modify her language, and

suggest not so much that the Pinochet

regime ‘noted’ this export revenue im-

balance, but that the issue was brought

to the regime by the business coalitions.

It was the CPC and other business elites

that directly influenced the reform pack-

ages of 1982 and 1983. Yet, because

those regimes that survived the land re-

allocation were the ones influencing the

government, the subsequent subsidies

were not sunk costs, but acted as a suc-

cessful prime to a well-prepared and ef-

ficient pump. Indeed, average yields in

basic foodstuffs increased substantially

after 1984; in eight out of 14 foodstuffs,

yields increased between 50 and 70 per

cent from 1980 to 1986.45 In fact, the

growth of more traditional agricultural

products such as wheat, sugar and oil-

seeds helped usher Chile through crisis

back to its remarkable 15-year trend of

positive growth.

VII. Conclusions
Although initial consideration of

GDP growth is disparaging, the neo-lib-

eral policies of the Pinochet years caused

quite significant structural changes in the

economy, the benefits of which were not

fully appreciated in GDP figures until ten

to fifteen years later. Yet, during the time

period, positive change was understood

to be happening by many involved: more

stable inflation and frequent (if not con-
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stant) growth rates for the most part

defined the Pinochet years. Were it not

for fiscal mismanagement and over ex-

posure to international markets that

marked poor policy choices in the late

‘70s, overall GDP growth would have

been much higher.46

Yet did such reforms have to

come at the cost of social disruptions,

wild economic fluctuations and political

oppression? I think few could argue that

it did. Export and GDP growth rates did

not filter down to the majority of the

population until the center-left demo-

cratic coalition introduced more social

and distributive programs: public spend-

ing on education increased by 150%,

on health 120%, and on housing 55%,

all programs that suffered serious ne-

glect under the Pinochet regime. The

democratic government has been able

to sustain and further the macro-eco-

nomic policies begun in the ‘70s – the

universal tariff was reduced to 6% un-

der Eduardo Frei in 1998 – while es-

tablishing more moderate social pro-

grams. Indeed, the past decade under

the democratic government has seen

economic growth far surpassing anything

experienced under the military govern-

ment (table 1).

The question to be asked, how-

ever, is whether such thorough economic

restructuring as occurred in the 70’s

could have been possible under a demo-

cratic regime? The politicians today such

as president Ricardo Lagos who en-

courage trade growth were those who

were bitterly opposed to the Pinochet

regime and the dismantling of the ISI

state twenty years ago. Evidence has

shown that the market allocation of re-

sources in agriculture and forestry was

far more effective in creating trade

growth than state policies had been be-

fore 1973. The ability for producers to

orient themselves toward an export

market during the copper depression

diversified Chile’s export profile enough

to eventually maintain greater balance

of trade stability and export-led growth.

Also, the elimination of inefficient and

rent-seeking producers in the 1970s

motivated the remaining influential busi-

ness leaders to encourage sound macro-

economic policy during the crisis of

1982-83.

In all, however, these reforms

could have been enacted far more pru-

dently. Tariff reductions and trade liber-

alization could have been enacted more

gradually so as to allow time for ISI

manufacturers to readjust to the new

climate; as a result of the over-aggres-

sive policies, the vast majority of Chile’s

industrial sector collapsed, reversing the
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thirty year capital accumulation that oc-

curred prior. Also, the Pinochet regime

could have opened its policy consulta-

tion to the more efficient business lead-

ers earlier; the influence of the academic

and overly ideological Chicago Boys

created uninformed policy that ultimately

cost Chile four to five years of growth

vis a vis the financial crisis. Most im-

portantly, however, are the limitations

placed on natural resource exploitation:

the small land area of Chile limits future

entrepreneurial pioneering. New intel-

lectual and industrial frontiers will have

to be explored beyond the natural re-

source glut that Chile is now beginning

to face.
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I. Introduction
In the flurry of initial public of-

fering activity during 1999, E-Loan, an

Internet mortgage broker, attracted a

great deal of stock market attention.  The

value of its shares climbed rapidly in July

after its IPO, but over the next year, it

declined precipitously by 96% over the

next 10 months. This remarkable

underperformance after IPO was not

unique to E-Loan: In fact, almost all of

the Internet-based financial service com-

panies like Mortgage.com, Ameritrade,

and E*Trade fell over 75% within a year

Feeling Tipsy: Non-Optimal Investment
By Venture Capitalists In Markets That

Face Increasing Returns To Scale

Josh Passman

Abstract
While initial public offerings typically underperform the market,

young Internet financial service companies showed exceptionally poor
performance in 1999 and 2000. Part of this decline may be explained by
conventional economic factors, but some of it may be linked to the
unconventional cost structure found in this type of firm. Instead of
facing decreasing returns to scale, these companies may have increas-
ing returns to scale with a declining rate of increase that asymptotes
toward zero. If this relationship holds, we should expect to see several
atypical results including positive feedback, “tipping,” and perhaps
unanticipated poor earnings. As a result, inefficient firms may receive
funding, arbitrage opportunities may open, and many conventional
economic rules may not apply, even when players act rationally.

of their highs of the summer of 1999.

Since most IPOs tend to underperform

the market in the years following their

issue, perhaps some of the Internet fi-

nancial service industry’s record could

be expected.  Yet this notably poor per-

formance requires some additional ex-

planation.  Why did this type of com-

pany suffer, when others prospered?

Undoubtedly, many of the answers to

this question are elusive or represent

market psychology, but at least some

appear to be structural.  Young financial

service companies might face a particu-
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lar type of cost function that is different

from that of many other industries (al-

though not necessarily from all other in-

dustries).  Instead of having decreasing

returns to scale as they grow, they might

face initial economic losses with increas-

ing returns, where the rate of increase

gradually declines to zero.  In the long

run, marginal costs are essentially con-

stant, so constant returns to scale set in,

as they do in most commodity indus-

tries, and economic profits climb to zero.

The implications of this abnormal cost

structure lead to several interesting re-

sults, including positive feedback, “tip-

ping “ (to be defined later in this paper),

and temporarily poor earnings, which,

if unanticipated by the stock market,

might explain the severe degree of

underperformance.  Even more surpris-

ing, inefficient firms may receive fund-

ing, arbitrage opportunities may open,

and many conventional economic rules

may not apply, even when players act

rationally.

II. Underperformance
Since the stocks of Internet Fi-

nancial Service firms performed poorly

in late 1999 and 2000, it is important to

determine if this decline can be ex-

plained by conventional theories of IPO

pricing. Jay Ritter notes that IPOs on

average tend to underperform the mar-

ket by 5.6% per year in the first five

years after going public, so perhaps

some of the Financial Service decline

can be explained by his research (11).1

His analysis finds that “the

underperformance is concentrated

among firms that went public in heavy-

volume years, and for younger firms,”

both of which apply to the Internet firms

(11). As such, theories like the diver-

gence of opinion hypothesis, wherein

ebullient investors bid highly under un-

certainty before much information is

known, might explain their initially high

stock prices, although it is unclear why

financial service investors would be any

more irrationally exuberant than other

investors (14). Another theory, that com-

panies going public during high volume

periods will be overvalued, might also

apply, but it fails to explain why compa-

nies in other sectors going public at the

same time did not perform as poorly

(15). Other explanations, like the im-

presario hypothesis, which relies on in-

vestment banks underpricing shares so

that there is the illusion of excess de-

mand, do not clearly apply to financial

service companies (14). First, the

Internet Financial Service firms tended

to be backed by the most reputable in-

vestment banks, which Ritter shows
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empirically helps long term performance

(11). Second, because these firms are

currently valued at less than their IPO

value, the apparent underpricing may

actually be an overpricing. Thus, while

many conventional explanations for long

run IPO underperformance do help us

understand some of the possible causes

for extreme financial service

underperformance, they seem insuffi-

cient to explain the entirety of its magni-

tude.

Since general market explana-

tions fail, it would be instructive to ex-

amine any causes that might exclusively

affect the Internet Financial Service in-

dustry.  First, inspection of the potential

revenue stream is in order. This industry

is essentially a commodity sector: one

company is as good as another, and

there are essentially no transaction costs

in choosing between web sites. For ex-

ample, few consumers would prefer a

checking account at Netbank as op-

posed to Telebank if services and inter-

est rates are similar (which they are).

Similarly, most customers would only be

highly committed to applying for a mort-

gage at E-loan if the rates at

mortgagebot.com and other sites were

substantially higher. Furthermore, since

Internet Financial Services are essen-

tially equivalent to brick-and-mortar

companies, they must also compete with

the established firms, which enjoy the

advantage of reputation. Essentially,

these Internet firms should not expect

to garner monopoly profits unless they

develop attractive technologies that no

other firms can match.

Aside from the rather conven-

tional revenue structure, the industry’s

unusual cost structure should be exam-

ined. Fixed costs are relatively high,

because processing financial data re-

quires a large labor base, extensive com-

puter systems, and relatively large of-

fices to house employees and paper

records. Yet it is marginal costs that be-

have unpredictably. While most com-

panies face either decreasing returns to

scale because of decreasing returns to

capital or constant returns to scale (ex-

pansion by building more factories al-

lows many companies to escape de-

creasing returns to capital), financial ser-

vices face temporary increasing returns.

Marginal costs might start out high for

many reasons. Since effective process-

ing and marketing of such complicated

products is very difficult, a steep learn-

ing curve may allow new firms to be-

come better as time or experience

mounts. Financial services also require

customer trust, which requires reputa-

tion. Having a longer company history
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or having conducted more transactions

should improve reputation and reduce

marketing expenses at the margin. Since

financial services face a low demand for

variety, economies of scale on the de-

mand side are likely (Shapiro and Varian,

188). Finally, since financial service pro-

cessing requires many people net-

worked together, supply-side network

externalities may occur.2 As a result of

these phenomena, we would expect in-

creasing returns to scale with financial

service startups and firms in any other

industry with similar costs.

Unfortunately for financial ser-

vice companies, increasing returns to

scale has bounds. Most secrets of pro-

duction will be found relatively early, and

fewer and fewer new tricks will be left.

Thus, the learning curve will only allow

decreasing costs temporarily.

Reputational advantages can only go so

far: few customers would feel that

Citibank is substantially safer than Bank

One because it is larger or has a better

history. Third, since there is some finan-

cial product differentiation, demand side

economies of scale only work to a lim-

ited extent.3 Finally, the benefits of sup-

ply side network externalities subside

rapidly after the most important or larg-

est connections have been made

(Passman; Krugman, “Networks”).

Empirically, we notice many of these

effects. A moderately large and estab-

lished mortgage bank like the Marshall

& Ilsley Corporation can process ap-

plications at approximately the same

cost as a very large mortgage company,

like Countrywide, but upstarts like E-

loan spend as much as seven times

more.4

III. Stock of Business model
for Temporary Increasing

returns to Scale
A firm competing in an industry

with constant returns to scale after a

period of decreasing marginal costs (as

the amount of business conducted in-

creases) would face a marginal cost

curve similar to the following decreas-

ing, asymptotic function:

c
n

d
nMC

g
+=)(

Where:

c = cost of the marginal unit at efficient

scale; when MC=c, there are no eco-

nomic profits.

c+d = cost of the first unit produced

n = number of units produced

MC = marginal costs

g measures the curvature of the cost

curves. Specifically,

)1( −−−= ggdn
dn

dMC
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measures the slope of the marginal cost

curve, or the declining rate of decrease

in MC, where g>0.

Anti-differentiating MC in terms

of n gives a generalized cost curve:

Total Costs,

FCcnn
g

d
TC g ++

−
= − )1()

1
(

 where FC = fixed costs

This cost structure suggests that

in the long run, MC=c, where there is

no economic profit and an accounting

profit of “a.” A young firm, which is de-

fined as having a low “n,” will face mar-

ginal costs that are higher than marginal

revenue, using either economic or ac-

counting costs. Thus, it will require in-

vestment from venture capitalists or the

public, with the former being most likely

in the earliest stages. We might further

assume that a firm facing this cost struc-

ture becomes viable, or self-perpetuat-

ing, once it shows no accounting losses.5

While marginal capital will not earn a

high return at this point, since costs will

decline in the future, at least all debts

can be paid out of revenue, so a firm in

this situation is not in danger of bank-

ruptcy. I will define this point as the “tip-

ping” point.6

When MC=c+a, accounting

profits are zero.
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Once n* goods have been sold, the firm

“tips” toward independent viability.

To reach this tipping point, the firm needs

to attain the following amount of cash

inflow:
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Since the firm earns (c+a)n*

dollars in revenue, the net VC invest-

ment required to bring this company to

accounting profitability is:
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Since the patenting of business

models is not a common strategy for fi-

nancial services, we must consider that

other companies may enter the market.

Specifically, brick-and-mortar compa-

nies, which might mobilize their reputa-

tion and efficient cost structure, could

enter the market and reach accounting

profitability quickly. Venture capitalists

(VCs) would be better off lending to
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brick-and-mortar companies than to

startups if brick-and-mortar companies

could enter the market more cheaply

than could startups. More formally, if

VCINVEST is greater than the cost of

an existing company developing a prod-

uct and bringing it to market at account-

ing profitability, the VC should not in-

vest in the startup. On the other hand, if

the startup can reach the tipping point

for less than the cost of an established

firm, the VC company should invest. A

VC might also try to structure an “un-

fair” deal where it gets a larger risk-ad-

justed fraction of the profits of a startup

than it would get from an established

company: if it succeeds, it might desire

to invest in a startup with relatively high

costs to reach the tipping point.

What do these non-optimal fi-

nancing decisions imply for stock mar-

ket valuations? If the public does not

understand that the VC may have

funded the wrong firm, due to asymmet-

ric information, IPO pricing might be too

high. While asymmetric information gen-

erally increases risk and decreases the

expected value of a company, Ritter’s

divergence of opinion hypothesis shows

how it might increase stock prices. Sec-

ond, if the public fundamentally misun-

derstands the non-obvious implication

that VCs would invest imperfectly, they

may systematically overvalue some

IPOs, as Paul Gompers and Josh Lerner

have found (289-92). Long run

underperformance might be explained

differently. Even if temporary decreas-

ing cost IPOs are initially priced appro-

priately, there are reasons they might

suffer a long-term slump in stock price.

Since they require long periods of nega-

tive earnings before becoming profitable,

the public might become impatient and

unduly punish the stock. An incorrect

estimation of the cost curve, where in-

vestors wrongly believed the firm would

attain profitability earlier, would have the

same effect on long-term pricing. With

these hypotheses, only in the very long

run, once the tipping point is clearly vis-

ible, will the value of this type of firm

begin to rise with the market or outper-

form it.

VI. Time Model for
Temporary Increasing

Returns to Scale
While the amount of business conducted

should lead to increasing returns at some

level, a firm might also face lower costs

as it is in business longer, until it reaches

an asymptotic final cost structure with

no economic profits. Time in business

should affect the learning curve, allow

for making favorable long-term adver-
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tising and partnership contacts, and help

reputation. In this situation, the follow-

ing cost structure applies:






+=

gt

d
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where:

c = cost of the marginal unit at efficient

scale (when AVC=MC=c, there are no

economic profits_.

c+d = cost of the first unit produced

t = time the company has been in

business.

AVC = Average Variable Costs

g measures the curvature of the cost

curves. Specifically,
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measures the slope of the marginal cost

curve, or the declining rate of decrease

in MC, and g>0.

Total costs up to any time p are obtained

by viewing the cost series:
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As in the “stock of business model,” a

tipping point, t=t*, should occur when

accounting profitability is reached:
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As with the Stock of Business Model, a

VC firm should only invest if it has struc-

tured a deal such that it can receive an

economic profit or if existing firms need

greater investment to reach accounting

profitability.7

V. Market Failure and
Venture Capitalists

A serious implication of both the

time and stock models is that VCs might

choose to invest in companies with rela-

tively low societal returns. In other

words, they might make negative net-

present-value decisions because their
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private benefits are higher than society’s.

When might this happen? As a result of

tipping, almost any company can be

brought to profitability eventually. A

benevolent economic dictator would al-

low only those companies that can reach

the tipping point cheaply to receive fund-

ing, but VCs might not have the same

incentives.

One possible cause of this in-

centive misalignment is that VCs are

most interested in their own return, not

in the long-run return of a company. If

managers of a company far from the tip-

ping point are willing to give VCs enough

equity to make the investment yield

greater than market risk-adjusted re-

turns, the VCs will finance it. The ex-

cess money paid to VCs must come

from somewhere. It might be a transfer

from the profits of the entrepreneurs,

who realize that a small return on their

idea is better than no return at all if the

VCs refuse to fund them. It also might

come from the public; should they over-

value the company after IPO, due to

asymmetric information, VCs can sell

their shares at a premium. While

reputational concerns might reduce the

latter possibility, they are unlikely to

eliminate it entirely, because the prob-

lem of a VC bringing non-optimal com-

panies to market is hard to pinpoint. In-

vestors have no way of knowing which

companies VCs turned down, so they

might not attribute poor long term per-

formance to the financier. In any case,

poor long-term performance in one sec-

tor (just considering companies that face

temporary IRTS) can have so many

causes that it is too noisy a measure of

VC reputation to be of much use to the

public.

VC collusion might also cause

non-optimal tipping. In many cases, the

best decision for society would be that

financiers fund established firms’ inno-

vation in temporary IRTS industries. Es-

tablished firms generally have access to

the public capital markets or internally

generated funds, both of which can be

raised at relatively low cost because of

low information asymmetry (Baker and

Gompers, 3). VCs demand a larger re-

turn, so they will prefer to fund private

companies, ceteris paribus. One reason

young companies will pay higher inter-

est rates is that information asymmetries

may allow managers “to increase risk

to undesirable levels,” so they must com-

pensate for the risk (3). Yet startups

might also have to pay higher interest

rates if there is collusion in the venture

capital market. If there exists an infor-

mal cartel that pushes up risk-adjusted

interest rates for startups higher than for
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established companies, VCs will have

an incentive to fund only the startups,

regardless of whether they are closer to

the tipping point or profitability. Might

this cartel exist in the seemingly com-

petitive venture capital market? Ritter

notes that “investment bankers rarely

compete for business on the basis of

offering lower underwriting discounts (or

gross spreads),” and the same may be

true for VCs (3). Since Ritter shows that

firms backed by experienced VCs tend

to perform better in the stock market,

the market for experienced venture capi-

talists may have excess demand and thus

a price (measured in interest rate) above

the competitive equilibrium. A more gen-

eralized explanation for lack of compe-

tition in venture markets is that a solu-

tion other than the short-term Nash equi-

librium benefits all VCs. Since VCs play

financing games against each other fre-

quently, but only negotiate once with

any given entrepreneur, strategy for the

iterated game may be to bid less than

any company’s true value. This way, in-

terest rates are greater than equilibrium,

and all VCs earn economic profits, al-

though there are consequences: public

market investment is too low, and ven-

ture investment is too high. As a result,

the wrong companies may be funded.

VI. Combined Model for
Valuation of Startups

Facing Temporary
Increasing Costs
While I have developed quali-

tative reasons for venture capitalists in-

vesting in non-optimal projects that face

temporary decreasing costs (which also

might explain some stock

underperformance), I have not yet pre-

sented a quantitative case. It is useful to

start with the cost functions derived in

the time and stock models, although each

taken individually proves insufficient.

Since revenues are presented exog-

enously in the time model, it is some-

what unsatisfactory, even though its ba-

sis, the tendency for a firm’s costs to

decrease with time, seems reasonable.

Similarly, since the stock of business

model does not include time factors, and

it does not discount costs, it too leaves

something to be desired. Fortunately, it

is possible to combine the time model

and the stock of business to solve all of

these shortcomings. This combined

model can be developed further so that

it yields a formal discounted valuation

model, which can help explain non-op-

timal VC investment.

c = cost of a marginal unit at efficient

scale

ni = amount of business conducted in
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time period “i”

g = rate of decrease in costs at a given

amount of production due to previous

stock of production

d + c = cost of first unit of production

t = time period

m = rate of decrease in costs due to the

amount of time the firm has been in busi-

ness

dr = discount rate

As is shown in previous mod-

els, marginal costs should decrease de-

creasingly both with time and with

amount of business as they asymptote

toward the long run marginal cost. Math-

ematically,

( ) ( ) jntbintantMC ,),(, +=∇
where a(t,n)<0 and b(t,n)<0, and da/

dt>0 and db/dn>0.

A total cost function that fits these re-

quirement follows:
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Discounted revenues must also be cal-

culated to value the firm. They form a

series dependent on the amount of busi-

ness transacted in all given time periods

and the number of time periods.

Discounted revenues at time “h” are:
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Total Discounted Net Present

Value of Company is constructed sim-

ply by subtracting the discounted value

of costs from revenues.
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As long as the shape of the mul-

tivariable cost function is known and the

VC firm can estimate the amount of

business conducted per time period, the

entrepreneurial firm’s net-present-value

can be calculated arithmetically.

A VC firm can easily calculate

its expected return on investment in a

firm with this cost structure. Since ac-

counting profits first occur at h* when

DR=DC, solving for the amount of in-

vestment required to bring the firm to

accounting profitability

∑ ∑− DRDC

yields net VC investment inflow.

ROI = (Discounted Investment inflow)/

(Fraction of company owned by

VC*TDNPV)

Assuming TDNPV>>>0, the

VC firm will receive a high return on in-

vestment if it can convince the entrepre-

neurs to give it a relatively large share of

the company. If, as theory predicts, VCs

have some market power, they will be

able to take a larger fraction of compa-

nies than their investments merit, and

they will receive a higher return than the

market as a whole yields. Essentially, if

venture capitalist ROI in startups ex-

ceeds ROI for internal development by

an established company, the VC will al-

ways back a startup, even if it is farther

from accounting profitability. On the

other hand, if both the entrepreneurs and

the VCs have good information and the

VCs do not have market power, they

should negotiate agreements where both

sides make no economic profits, but only

if the startups have potential to reach

profitability before their established com-

petitors do.
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VII. Acquisitions and
Arbitrage Valuation

Thus far, we have only consid-

ered the VC’s role in spurring or dis-

couraging innovation. As we have seen,

in temporary increasing returns to scale

industries, too many entrepreneurial

firms may be formed, and stock values

for these companies will often decline

shortly after IPO. Established firms will

also desire to enter the new industries,

but they will tend to compete disadvan-

tageously for funding and may not be

able to build internally, even if it makes

economic sense to do so. Since the es-

tablished firms’ superior reputations and

cost structures represent opportunities

to add value to startups, established

firms might wish to consider acquisition.

If IPOs and potential IPOs are over-

valued, acquisition would not be a vi-

able strategy, unless the quantity of value

addition exceeds the quantity of over-

valuation. Both empirical evidence and

theory suggest that that decreasing cost

IPOs are not overvalued in the mid-to-

long-term, however, so an arbitrage

opportunity exists for established firms:

they can buy an innovation relatively

cheaply, and just by owning it, increase

its net-present-value to be greater than

the cost paid. In the combined model

for valuation, after an acquisition, “g” and

“m” change such that profitability is

reached earlier in terms of both “n” and

“t.” While perhaps not enough time has

passed for brick-and-mortar financial

service companies to acquire Internet

startups, it will not be surprising if such

events do come to pass in the near fu-

ture. Internet firms will need continued

infusions of investment, but they may

have difficulty convincing the public

markets to lend to them at favorable

rates because of path dependence.1 If

the tipping point appears to be far away,

investors must coordinate to save the

firm: if some investors feel that other in-

vestors will not provide enough capital

to reach the tipping point, they will not

invest; if they feel that other investors

will invest, they will too. A negative con-

fidence shock could become a self-ful-

filling prophecy that leads to the “bad”

equilibrium of bankruptcy, whereas a

positive confidence shock could start a

virtuous cycle that leads to the “good”

equilibrium of profitability. In the case

that a negative confidence shock affects

an Internet startup, its value will plum-

met, and an opportunistic brick-and-

mortar company could acquire it eco-

nomically and restart the virtuous cycle.

Brick-and-mortar companies

considering acquisition of struggling
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Internet rivals should pursue unconven-

tional tactics due to path dependence.

Whereas normally the established firm

would buy as soon as an arbitrage op-

portunity opens, a self-fulfilling negative

prophecy incentivizes waiting, as mar-

ket valuation will continue to drop with

time. This line of thought leads one to

believe that the established firm should

wait until stock price falls essentially to

zero in order to maximize arbitrage

profit, but this conclusion is not quite

accurate. As market valuation falls,

other arbitrageurs will wish to acquire

the struggling company. Direct competi-

tors might value their rival merely for liq-

uidation, since they can directly use its

capital, assets, name recognition, and

underpriced advertising contracts. Capi-

tal, tangible assets, and intangible assets

can of course easily be diverted to new

operations, and name recognition is cap-

tured by the number of customers a site

receives not as a result of advertising,

all of whom can be diverted to the ac-

quiring company. Internet advertising

contracts might be quite valuable, but

because of exclusivity and right of first

refusal, the only way to gain them might

be by buying out the competition.2 Thus

the arbitrage liquidation value of a firm

on the path toward a “bad” equilibrium

is:

ALV = (real value of contracts-

contract variable costs)/d + (unsolicited

traffic)(value/visitor)/d + (market value

physical, financial, and intangible assets)

– (market value liabilities) + (1-tax

rate)(transferable net operating losses)/

d, where d is the discount function.

If a brick-and-mortar suitor al-

lows market value to fall below this

amount, other companies might imme-

diately buy out the failing firm. A price

floor therefore limits potential arbitrage

profits from path dependence, but it

does not eliminate them completely.

VIII. Conclusion
While increasing returns are not

a new concept to economics, as Paul

Krugman explains, their importance is

generally downplayed due to concep-

tual difficulties (Krugman, “The Legend

of Arthur”). The case of firms with tem-

porary decreasing costs to scale and

time, specifically Internet financial ser-

vice companies, while replete with prob-

lems regarding expectations, seems to

be a particularly intriguing and soluble

example. The market and venture capi-

talists may fund startups with relatively

high costs and refuse to fund established

companies with better prospects for

perfectly understandable reasons. The

resulting IPOs may experience signifi-
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cant underperformance due to conven-

tional economic factors and also due to

phenomena unique to increasing returns

industries. Long term success appears

to be dependent on reaching a tipping

point before negative confidence shocks

begin a self-fulfilling prophecy of bank-

ruptcy. Fortunately, arbitrage opportu-

nities for established firms might exist

where failing companies can be eco-

nomically acquired and righted toward

the profitable equilibrium. If market im-

perfections allow poor economic deci-

sions to be made, at least the situation is

salvageable. Unfortunately, the same

cannot be said for the enthusiastic in-

vestors in E-loan.

Endnotes
1 Ritter’s long run performance analysis

contains far more data than can be gath-

ered from the new Internet Financial

Service firms that have been public only

one to two years. I admittedly stretch

the definition of “long term” by applying

Ritter’s arguments to them, although their

“short term” era has clearly passed.
2 For example, mortgage processing

requires loan advisors, loan processors,

compliance, credit checkers, and ser-

vice. These people all must communi-

cate on a network, and the larger the

network is, the more valuable it is, be-

cause tasks can be distributed to more

people.
3 Mortgage companies must offer dif-

ferent term loans, fixed rates, and

ARMs. Credit card issuers generally

offer several types of affiliate programs,

including card design and bonus ben-

efits.
4 See SEC filings at http://

quote.yahoo.com.
5 Alternatively, “viable” might be defined

as requiring no further capital inflows

from the public or venture capitalists.
6 “Tipping” is generally used in relation

to positive feedback to describe when

a market adopts “a single technology or

vendor” after reaching a critical mass

(Shapiro and Varian, 187). In this case,

“tipping” describes a single firm reach-

ing self-sustainability because of posi-

tive feedback. This analysis introduces

the serious question of path dependence.

According to W Brian Arthur, “multiple

equilibria” could exist, and the

economy’s actual outcome may not nec-

essarily arrive at the “best one” (1).

Adapted to this discussion, Arthur’s ar-

gument would suggest that a viable com-

pany that will earn future profits (or at

least no economic profits) might not

develop if it has the bad luck not to reach

the tipping point. For example, assum-

ing Mortgage.com would eventually
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compete favorably with other mortgage

companies, if investors failed to give it

enough investment to reach the “tipping”

point, it would go out of business. On

the other hand, if it raised sufficient capi-

tal, it would become a valuable com-

pany.
7 It is somewhat more difficult to gauge

net investment in the time model, be-

cause revenue is independent of costs.

If a firm conducts much business in its

early years, when losses are high, it will

require a relatively large amount of VC

investment. If the firm conducts the ma-

jority of its business later in its life, it will

require much less investment. The stock

of business model, on the other hand,

accrues costs independent of when they

occur in the firm’s life.
8 This analysis assumes firms went pub-

lic before showing accounting profitabil-

ity, as Internet financial services have. If

IPOs are already profitable, path de-

pendence due to public sentiment should

not occur.
9 For example, Yahoo has an exclusive

advertising agreement with E-loan.

Other companies may wish to pay more

than E-loan pays, but they cannot. In

general, advertisements for financial ser-

vice companies on the Internet tend to

be underpriced, because demand far

exceeds supply. Thus since value is

greater than cost, advertising contracts

have arbitrage value. While sites may

eventually increase ad costs for finan-

cial service firms, contracts may make

this process long and difficult.

(Note: Since publication, E-loan’s con-

tract with Yahoo has expired. The dot-

com implosion has severely restricted

the value of exclusive marketing con-

tracts since mid-2000.)
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I. Introduction
Classic economic theory adver-

tises many benefits of unrestricted glo-

bal capital flows.  Unfettered capital will

move to international destinations most

in need of it by virtue of the return pre-

mium.  Investors benefit, receiving both

a higher return and lower risk through

portfolio diversification.  Recipients of

foreign investment benefit, being able to

finance their project at a lower cost of

capital.  Nevertheless, in 1997, 144 out

The Market Transition:
Capital Account Liberalization in

Central and Eastern Europe

Ryan Myers

Abstract

As the countries of Central and Eastern Europe emerged from
the cloak of Communism over a decade ago, one major task
for the new governments was to attract capital that had previ-
ously been supplied by a central planner.  Most of these
governmentes were already preoccupied with serious macro-
economic problems such as unemployment, inflation, and debt
overhangs caused by years of poor management and by the
shift toward privatization.  Therefore, a wide array of capital
controls were installed in an attempt to shelter these fragile
economies from speculative attack.  This paper examines vari-
ous controls used and empirically analyzes the efficacy of such
controls in governing capital flows and instilling confidence
in these nascent capital markets amidt economic turmoil.

of 186 world economies still maintained

significant capital controls.1  Among this

group, the economies of Central and

Eastern Europe were well represented.

Yet these countries have faced a variety

of challenges that others have not includ-

ing privatization, commercialization, and

macroeconomic stabilization.  Toward

achieving these goals, transition

policymakers have utilized a variety of

different capital controls.  This paper will

investigate the effectiveness of these
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controls in the transition process and their

influence on actual capital flows.  Dis-

cussion is divided into four stages: I be-

gin with a brief background of world-

wide capital liberalization and contem-

porary arguments for and against capi-

tal controls.  Next, I examine the

macroeconomy and control choices of

ten specific countries of Central and

Eastern Europe over the past decade.

I then review some unforseen and det-

rimental effects of controls in these coun-

tries.  Finally, I incorporate results from

empirical work which links controls to

capital flows and discuss potential prob-

lems with the study.

II. Background
Capital account liberalization

has been slow even for

macroeconomically stable countries.  In

1946, the Bretton Woods agreement

became the backbone of the interna-

tional monetary system.  With the agree-

ment for fixed exchange rates,

policymakers encountered the policy

“trilemma” and were forced to choose

between perfect capital mobility and

domestic monetary policy efficacy.

Hence, many economies chose to insu-

late domestic interest rates from foreign

exposure through the implementation of

capital controls.  The Bretton Woods

agreement itself condoned the use of

such controls: In Article VI, Section 3,

it stated that member countries were al-

lowed to impose “such controls as are

necessary to regulate international capi-

tal movements.”2  The collapse of fixed

exchange rates in 1973 allowed most

world economies a new chance to lib-

eralize cross-border capital movements.

The countries emerging from the cloak

of Communism in the early 1990s have

attempted the same liberalization in

roughly one-third the time.

This is not to suggest that the

decision to liberalize is unequivocal.

There exist many dangers to perfect

capital mobility.  The principal danger

and the primary motive behind the in-

stallation of capital controls is the po-

tential for speculation and capital flight.

This problem can easily arise when large

inflows are too liquid.  While long-term

capital inflows, such as those provided

by foreign direct investment, are ex-

ceedingly beneficial in building the capi-

tal base of a country, other investments,

namely short-term investments with very

high liquidity, are exceptionally volatile

and can flow out of a country as fast as

they flow in. These dangers amplify

themselves when macroeconomic sta-

bilization has not been achieved.  The

IMF Annual Report for 2000 states that
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“Countries with serious macroeconomic

imbalances, and no credible prospects

for correction in the short run...have

regularly been unable to address large-

scale capital outflows by using capital

controls.”3 Capital controls can only

mask larger policy or regulatory prob-

lems and when substituted for macro-

economic reform, they will only aggra-

vate the problem and open the door to

potential crises.

A speculative attack can quickly

become a massive capital flight such as

occurred in the Asian financial crisis five

years ago.  From 1996 to 1997, $105

billion dollars in speculative funds fled

East Asia.4  However, foreign direct in-

vestment, representative of long-term

capital flows, remained unchanged.

Over the last decade these types of

speculative currency attacks have be-

come increasingly commonplace.  Many

blame the rapid liberalization of capital

flows.5  Foreign flows of capital into

emerging markets have grown dramati-

cally in the last fifteen years, from $34

billion in 1988 to $256 billion in 1997.6

With these huge movements of capital,

the countries of Central and Eastern

Europe are especially prone to specu-

lative attacks since their nascent econo-

mies are so fragile.  This is why, although

desperate for capital inflows, many have

erred on the side of precaution and have

chosen extensive controls.

A rational approach to capital

controls bifurcates flows into short-term

and long-term.  The typical long-term

flow involves foreign direct investment,

which by its nature, involves some on-

going interest in the target country.  A

typical short-term flow may simply in-

volve purchasing equity in a foreign com-

pany, equity which can be bought or

sold with little planning.  The answer to

the choice of capital controls seems

straightforward: Allow long-term flows

but partially or fully prohibit short-term

flows, especially outflows.  The dangers

of this simplified perspective will be dis-

cussed later.  Many other issues are at

play, particularly for the emerging

economies of Central and Eastern Eu-

rope (CEE).  The governments of such

economies may be undertaking restruc-

turing projects, the effects of which they

would like to be focused within their

borders.  Additionally, they may be fun-

neling money into infant industries that

are too fragile to initially compete with

foreign equivalents.

However, there exists a myriad

of positive externalities for CEE coun-

tries with free access to long-term capi-

tal.  In their article, “Capital Flows to

Eastern Europe and the Former Soviet
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Union,” Hans Peter Lankes and Nicho-

las Stern discuss various benefits: “These

flows bring new methods of business or-

ganization, new technologies, and pow-

erful influences on the building of finan-

cial, regulatory, and other institutions.

They help establish the financial disci-

pline that is crucial to the effective func-

tioning of a market economy.  Thus their

impact goes far beyond the simple avail-

ability of resources.”7  Policymakers of

Central and Eastern Europe saw these

potential benefits of long-term capital,

but a critical question arose: How quickly

to liberalize?  As has already been dis-

cussed, opening an economy to inter-

national capital flows before the mac-

roeconomic infrastructure has been de-

veloped is destabilizing.  IMF econo-

mist Manuel Guitián states that “Gradual

opening softens the inroads of external

competition and provides leeway for

domestic preparation to confront that

competition.  But precisely by giving

time to adjust, there is no guarantee that

the time will be used to prepare for ex-

ternal competition as opposed to con-

tinuing to exploit the opportunities of a

closed or partially closed economy.”8

Hence, the governments of CEE must

be efficient with their time, placing all

their energy into one task at a time: first

reform, then capital mobility.

Most countries of Central and

Eastern Europe followed this type of

reasoning in formulating the appropri-

ate capital controls.  They first pro-

ceeded with fundamental reforms such

as controlling inflation, paying off debts,

managing privatization.  All target coun-

tries opened up to foreign direct invest-

ment first, but beyond this common ele-

ment, they approached capital account

liberalization very differently according

to their particular macroeconomic cli-

mate.  They received similarly diverse

capital flow responses.  Below, I briefly

review the economic issues faced by the

ten target CEE countries over the past

ten years and some capital controls

implemented:9

Bulgaria: When the USSR col-

lapsed in 1991, Bulgaria was left with

an obsolete industrial base.  This was

the principal motive behind the country’s

immediate desire to attract foreign di-

rect investment.  The country technically

maintained capital controls on FDI, al-

though this only required registration with

the Ministry of Finance and large tax

breaks were offered to foreign direct

investors.  Significant restrictions on for-

eign portfolio investment existed until

1997.

Czech Republic: Their transi-

tion was going well until a financial cri-
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ses in 1997.  This was caused by wor-

ries that the growing current account

deficit would soon be unsustainable.

The central bank lost $3 billion in for-

eign reserves before letting the previ-

ously banded fixed exchange rate float.

Still, it is considered the least risky coun-

try of the ten in which to invest accord-

ing Euromoney magazine. This study will

be discussed later.  The Czech Repub-

lic has retained extensive capital con-

trols over the last 10 years.

Estonia: In 1994, Estonia dra-

matically reduced its capital controls.

Still, it did not attract significant levels

of FDI until 1997-98.  Estonia was hit

rather hard by the Russian financial cri-

sis of 1998.

Lithuania: Also hit hard by the

Russian crises of 1998 because of its

heavy trade with Russia. Along with

Estonia, Lithuania has had very liberal

capital restrictions throughout its short

history.

Hungary: Began the transition

with the highest levels of FDI through

proceeds from its rapid direct

privitization. Throughout the last decade,

Hungary has not had significant controls

on foreign direct or portfolio investment.

Foreign direct investment surged in

1995, the last year the country offered

FDI tax benefits.

Poland: Certainly one of the

most economically stable countries over

the past decade of reform. Took a very

gradual approach to capital account lib-

eralization, still maintaining a complex

code of capital controls.  Poland (along

with Russia) has been one of the largest

recipients of capital from foreign port-

folio and equity funds.

Romania: Significant exchange

controls were imposed in March 1996

to contain the foreign exchange market.

When the exchange controls were re-

moved, the exchange rate overshot its

equilibrium, indicating that the controls

had been effective.

Russian Federation: Russia

began a gradual process of liberalizing

their capital account early in the 1990s.

It opened up significantly to foreign

portfolio investment in 1996 when it

achieved current account convertibility.

Most other capital account transactions

required the approval of the central

bank.  Foreign direct investment saw a

surge in 1997 due to large privatizations

in telecommunications and oil sectors.

In August 1998, the ruble collapsed and

Russia defaulted on approximately $40

billion of ruble bonds.   Russia imple-

mented emergency capital controls af-

ter losing $16 billion from capital flight.

Because of this and its obscure tax code,
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Russia has since been considered a risky

country in which to invest and has seen

proportionally low levels of foreign in-

flows.  It has since retained significant

capital controls, but in practice, they are

not effective.

Slovakia: Has experienced a

very difficult transition.  Its use of capi-

tal controls has resembled the Czech

Republic’s since their formal separation

in 1994.

Slovenia: Suffered capital flight

in 1998 in part due to Russia’s crisis.

Slovenia has recently been opening sig-

nificantly to foreign investment, remov-

ing many strict controls.

Macroeconomic issues clearly

play a pivotal role in the international

capital game.  The use of capital con-

trols to conceal macroeconomic defi-

ciencies will have detrimental effects.

Many of these effects are unforseen to

policymakers and run counter to intui-

tive reasoning.  Countries wishing to at-

tain rapid growth and prosperity will

naturally want to remain open to capital

inflows from abroad without surrender-

ing any of their own domestic capital.

Policymakers believe that this is most

beneficial to the growth of domestic in-

dustry, however these types of restric-

tions actually handicap growth.  By seal-

ing off residents from outside capital

markets, the controls on capital outflows

also seal them off from valuable infor-

mation about the international

economy.10  If a country is indeed wor-

ried about the possibility of the flight of

domestic capital, it should examine the

more fundamental causes.

Beyond injuring domestic indus-

try, controls on outflows of foreign capi-

tal and resident capital will repel foreign

investment as well.  Such controls will

negatively affect consumer confidence

through signaling.  In a recent discus-

sion I had with Professor Richard N.

Cooper of Harvard, he stressed the im-

portance of property rights in attracting

foreign investment.11  Naturally, a com-

pany from country A will only under-

take a project in country B only if 1) it

foresees a positive net present value and

2) it has guarantees on the repatriation

of profits.  When a country places con-

trols on the outflow of capital, even resi-

dent capital, it implicitly weakens any

such guarantees.  Richard J. Sweeney

of Georgetown explains how this

mechanism functions: “Though the

government’s actions reveal that it cur-

rently thinks optimal controls are only

on domestic residents, the foreign inves-

tor knows that in the future the govern-

ment may decide the optimal level in-

cludes some transactions of foreign in-
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vestors.”12  With these types of controls,

the little capital they receive will not be

able to jump-start fledgling industries.

Deterrents of capital inflows

spawned by questions of believability

need not be direct such as prohibitions

on capital outflows: “In practice

repatriation...may require administrative

clearance; for example, in many liberal-

izing countries, the international inves-

tor wishing to withdraw capital must

satisfy the government that all tax obli-

gations have been met.  These adminis-

trative issues are subject to abuse to

satisfy balance-of-payments or ex-

change-rate goals.”13  Deterrent controls

may be indirect and even hidden, inter-

twined in the tax system.  This is the case

with Russia as Former Treasury Secre-

tary W. Michael Blumenthal explains in

his portion of the article “Capital Flows

to Eastern Europe.”  He states that the

tax system is so arbitrary, that compa-

nies are sometimes slapped with huge

corporate tax rates; frequently foreign

companies are targeted.  This offers a

powerful explanation to the proportion-

ally low levels of foreign investment.

More generally, we learn that govern-

ment credibility plays a large role in at-

tracting foreign capital, and that attempt-

ing to control outflows can negatively

affect inflows.

III. Empirical Work
Working with capital control

data, I sought to find the effect of differ-

ent restrictions on the capital flows in

Bulgaria, the Czech Republic, Estonia,

Hungary, Lithuania, Poland, Romania,

the Russian Federation, Slovakia, and

Slovenia.  Each year, the IMF publishes

the Annual Report on Exchange Ar-

rangements and Restrictions in which

they describe in detail the restrictions

governing various types of capital flows.

In order to simplify the testing, I chose

three types of transactions: direct invest-

ment, portfolio investment, and cross-

border bank lending.  For the latter two,

I documented restrictions on both capi-

tal inflows and outflows; for direct in-

vestment, I only documented controls

on inward (or foreign) direct investment

since data on outward direct investment

controls were limited.

I included two other indirect

controls that I thought were relevant.

First, many countries, especially in the

first few years of transition, offered tax

breaks to foreign direct investment, re-

ducing their tax bills by up to 70%.  For

many companies, this may have pushed

certain projects into a positive net

present value.  Secondly, I included a

dummy variable representing a govern-
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ment guarantee on the repatriation of

profits.  Unfortunately, as I discussed

earlier, a guarantee on paper does not

always translate into a guarantee in prac-

tice.  In Bulgaria and Russia, for instance,

foreign investment law provided a loop-

hole which permitted expropriation of

foreign direct investments for national-

ization through the legal process.14  It is

because of these instances that I included

an additional variable measuring coun-

try risk.  The periodical Euromoney

publishes a report annually ranking 180

countries on overall risk.15  This index is

standardized across years and measures

primarily financial risk, but also includes

political risk and risk of default.  Partly

due to policies discussed above, Russia

and Bulgaria receive the lowest aver-

age score which translates to the high-

est investment risk across the eight years.

One way I could have ap-

proached the problem of isolating the

effects of capital controls on capital

flows would be to run 10 separate re-

gressions, one for each country, using

net capital flows as the dependent vari-

able and the seven capital control dum-

mies as the independent variables.

However, I would have had too few

observations, using one per year.  For

certain countries, data is not available

all the way back to 1991, either because

it was not reported or because the coun-

try did not exist.  Additionally, and more

importantly, I would have had too little

variation among those samples since

each country’s capital controls change

infrequently, yet significantly.

For these reasons, I opted for

stacked data, putting all observations for

all countries and years into one regres-

sion.  Using this method, I included

GDP to contol for the size of each

economy.  There were 80 samples, one

for each country / year combination (10

countries; 8 years from 1991-1998).

The capital control data were all gath-

ered from the IMF’s Annual Report on

Exchange Arrangements and Restric-

tions.16  The component flow data---

foreign direct investment (FDI), out-

ward direct investment (ODI), foreign

portfolio investment (FPI), and outward

portfolio investment (OPI)---was gath-

ered from the Economist Intelligence

Unit.17  All other data used was gath-

ered from the World Bank’s World

Development Indicators18 and

Euromoney magazine.  All regressions

discussed are available in the Appendix

along with a key which explains each

variable.

In the first regression, predict-

ing net capital flows with the seven con-

trols, GDP, and risk, I found largely in-
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significant results.  One item that is sig-

nificant is the coefficient for tax benefits

on foreign direct investment.  Half of the

target countries offered some form of

tax relief at some point over the eight

years, leading to a total of 24 country/

year combinations with FDI tax incen-

tives.   The tax benefit coefficient is the

largest out of all of them and is positive,

indicating that, controlling for GDP, of-

fering tax benefits on FDI led to an ad-

ditional $1.3 billion in capital inflows.

Another control emerges somewhat sig-

nificant: that on inflowing bank loans.

Further, the coefficient is positive.  This

is counterintuitive because one would

expect that being closed to foreign bank

loans would hurt capital inflows.  It is

possible that maybe those countries

closed to such loans receive adequate

financing through other means.  A third

coefficient worth mentioning is that on

foreign direct investment controls.  Al-

though the coefficient was largely insig-

nificant, it is negative, indicating that re-

strictions on foreign direct investment will

have a negative effect on net capital in-

flows.  This makes sense intuitively since

foreign direct investment, in most cases,

composes the largest portion of net capi-

tal inflows.

Aside from the question of risk,

there is also the question of return.  Tra-

ditionally, the higher the return on invest-

ment, the more capital the country will

attract.  It is, after all, the interest rate

that equilibrates savings and investment

throughout the world.  The interest rate

is the primary mechanism which allo-

cates capital to those areas which have

the greatest disparity between poten-

tially profitable investments and domestic

savings.  To hold constant the incentive

to invest, in addition to country risk, I

included the interest rate spread between

the country’s discount rate and LIBOR.

The London Interbank Offered Rate is

the interest rate offered for U.S. dollar

deposits of a specific maturity and is fre-

quently used as a benchmark in interna-

tional interest rate spreads.

When I added this to the re-

gression, the coefficient of the tax ben-

efits for FDI became even more signifi-

cant and became larger, indicating that

there is some relationship (not neces-

sarily causal) between the countries that

offered FDI tax benefits and their inter-

est rate premium.  No other variable was

remotely significant in explaining net capi-

tal flows.  It is not surprising that a sig-

nificant relationship does not exist be-

tween the interest rate spread and net

capital flows because certain types of

investment, such as FDI, are not con-

tingent on a large interest rate spread.
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I then wanted to break down

capital inflows into the two components

for which I had data: foreign direct in-

vestment and foreign portfolio invest-

ment.  First, foreign direct investment:

As shown by the third regression in the

Appendix, there is a clear negative re-

lationship between the level of FDI and

controls on it.  GDP held constant, con-

trols on foreign direct investment lead

to $650 million less in foreign direct capi-

tal.  I concluded above that foreign di-

rect investment should not be affected

by a large interest rate spread.  It should,

however, be affected by the risk of the

target country.  Foreign direct invest-

ment implies a long-term presence;

therefore, a country with low investor

confidence (high investment risk) will not

garner much in FDI.  Our hypothesis is

confirmed by the fourth regression in the

Appendix, in which there is a significantly

positive coefficient on risk in predicting

FDI.  The higher investor confidence,

the higher FDI.  The explanatory power

(measured by R2) has also increased

with the addition of risk.  Now, 44% of

the variation in FDI is explained by con-

trols on FDI and country risk.

I noted earlier Richard J.

Sweeney’s proposition that by restrict-

ing the outflow of domestic (resident)

capital, the government puts into doubt

commitment to its guarantee on the re-

patriation of foreign profits.  These

doubts should be captured in measures

of country risk, but more directly, we

can test the effect of controls on resi-

dent capital on foreign direct investment.

The fifth regression in the Appendix sim-

ply replaces FDI controls from the pre-

vious regression with controls on port-

folio outflows of resident capital.  In-

deed, by installing controls on the out-

flow of domestic capital, countries harm

their level of foreign direct investment.

As discussed earlier, such controls are

only implemented in an attempt to con-

ceal deeper rooted macroeconomic

problems.   Imposing these controls,

beyond simply having no effect, will ac-

tually hurt their growth potential.

We now turn our eyes to the

second source of foreign capital inflows

that we will examine: foreign portfolio

investment.  The only good predictor of

FPI appears to be the interest rate

spread.  Regression 6 (Appendix)

shows that this spread has a negative

coefficient.  While we would not expect

FDI capital to chase after a large spread,

we would expect portfolio (speculative)

capital to be positively related to the

spread.  One explanation for this co-

nundrum is that the risk associated with
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this high return is too great for most in-

vestors.  The seventh regression shows

the close positive relationship between

a country’s risk rating and its interest rate

spread (Remember that the risk index

attaches high numbers to the less risky

countries).  Howeverm there is an up-

per bound to the risk/return that inves-

tors will accept.  This problem of ex-

cessive riskiness is exacerbated by out-

liers such as Russia in 1995, which had

a 341% premium on its discount rate

over LIBOR.  This extremely high re-

turn is only the product of a much too

risky investment.

IV. Concerns
I have three principal concerns

with my study.  One of the most promi-

nent questions is the reliability of the data

which I collected.  This was actually his

first comment when I told Professor Ri-

chard Cooper that I was examining the

effects of capital controls in Central and

Eastern Europe.  Even in the United

States, the country that spends by far

the most money collecting statistics each

year, balance of payment data still con-

tains many discrepancies.  The estimated

discrepancy even has its own entry in

the balance of payments statement ev-

ery year.  This inaccuracy is due to

misreporting of capital account transac-

tions and more importantly, questions of

exactly what to report; there exist many

capital transfers that cannot be easily

classified into a balance of payments

category.  When we shift focus to the

countries of CEE, this problem be-

comes amplified.  Especially during their

transformation to market economies,

these countries are experiencing con-

tinual change.  Even if faithful data keep-

ing is anticipated, the result of net capi-

tal flows will be biased downward due

to many omitted transactions.19

The second problem stems from

my collection of the data.  Ideally, rather

than classifying controls as dummies, I

could have created an index capturing

the stringency of each control; this would

have been far too subjective. I soon

found that the process I was using was

not much more impartial.  Although di-

rect controls (restriction on capital

movements) are easy to classify as a “1,”

indirect controls (like taxes and admin-

istrative controls) were much harder to

classify.  The standard I tried to apply

was as follows: If the restriction was

stringent enough to keep a significant

number of foreign potential entrants out,

I assigned a “1” for the control.  How-

ever, for restrictions that were more of

“checks” as opposed to controls---for

instance, simple registration or getting a
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permit that it freely granted---I assigned

a “0.”  A related problem is that a num-

ber of countries maintain controls on

their books, but in practice, they are

useless.  The Annual Report on Ex-

change Arrangements and Restric-

tions would occasionally mention in-

stances where practice distinctly differed

from the law (in which case I would

adjust my entry), but this does not guar-

antee that every control was properly

classified.

The third problem centered

around degrees of freedom.  Because I

only had a few dozen observations, in

many cases there was not enough varia-

tion in capital controls from one entry to

the next.  For instance, in 1998, Russia

implemented a number of emergency

capital controls that lasted only one year.

A regression will poorly capture the iso-

lated effect of each of these capital con-

trols.  All of the regressions displayed in

the Appendix show a low number in the

model degrees of freedom.  This was

the principal reason why the regressions

revealed few significant results.

V. Conclusion
Although the specifics of opti-

mal capital account liberalization are still

debated, there is a general consensus

that long-term capital inflows, such as

foreign direct investment, can prove in-

valuable to a growing economy such as

those in Central and Eastern Europe.

These economies should begin easing

restrictions only after a sustainable and

stable macroeconomic groundwork has

been laid.  It is important that they real-

ize that capital controls can only pro-

vide temporary relief from the detrimen-

tal market consequences of macroeco-

nomic instability.   Once basic reforms

are met, capital account liberalization is

only the next step.  Hesitation suggests

government uncertainty: “Full [capital ac-

count] convertibility signals that the gov-

ernment is confident that it can and will

pursue policies the market approves.

Less-than-full convertibility announces

that the government fears market reac-

tions to its current and future policies.”20

Empirical work also demonstrates that

such policies, especially controls on resi-

dent capital, do not fool foreign inves-

tors.  An open capital market with high

investor confidence and some tax ben-

efits to FDI is the recipe to the most

rapid and stable growth for these econo-

mies.  In any event, in the next few years,

we will witness further easing of the capi-

tal account restrictions in CEE countries

as part of the requirements to join the

European Union.
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Appendix : Regression Results
Key

ConFPI     Control on inward (foreign) portfolio investment? (1=Yes, 0=No)
ConOPI Control on outward (resident) portfolio investment?
fincredr Control on bank lending to the resident country from abroad?
fincredo   Control on bank lending to foreign country from the resident country?
ConFDI Control on inward (foreign) direct investment?
repatr Government guarantee on the repatriation of profits?
taxben Tax benefits attracting FDI?
GDP Gross Domestic Product
intsprd Interest rate spread (Local Discount Rate - LIBOR)
netcapfl Net capital flows (as measured in Balance of Payments)
banklend Net bank lending flows
gdpgrow GDP growth
ncflag Net capital flows lagged 1 year
FDI New foreign direct investment
ODI New outward direct investment
FPI New foreign portfolio investment
OPI New outward portfolio investment
risk Euromoney’s country risk index

Regression 1:
. regress  netcapfl ConFPI ConOPI fincredr fincredo ConFDI
repatr taxben GDP  risk
  Source |     SS        df      MS       Number of obs = 46
---------+-----------------------------    F(  9, 36) = 1.01
   Model |  1.8564e+19   9   2.0627e+18    Prob > F = 0.4512
Residual |  7.3608e+19   36  2.0447e+18     R-squared=0.2014
---------+----------------------------- Adj R-squared=0.0018
   Total |  9.2172e+19   45  2.0483e+18      Root MSE=1.4e+9

------------------------------------------------------------------------------
netcapfl| Coef.   Std. Err.   t    P>|t|      [95% Conf]
---------+-------------------------------------------------
ConFPI   |4.16e+8  6.09e+8   0.682  0.499  -8.20e+8  1.65e+9
ConOPI   |-3.05e+8 6.11e+8  -0.499  0.621  -1.54e+9  9.34e+8
fincredr|8.34e+8 5.77e+8 1.445 0.157 -3.36e+8 2.00e+9
fincredo |-6.19e+7 6.74e+8  -0.092  0.927  -1.43e+9  1.30e+9
ConFDI   |-6.25e+8  5.85e+8 -1.068  0.293  -1.81e+9  5.62e+8
repatr   |-9.55e+8  1.18e+9 -0.809  0.424  -3.35e+9  1.44e+9
taxben  |1.31e+9 6.28e+8 2.083 0.044  3.48e+7 2.58e+9
   GDP   |.0013019 .0022196  0.587  0.561   -.003199 .005803
  risk   |-1869754  1.92e+7  -0.098  0.923  -4.07e+7 3.70e+7
_cons    |-7.74e+7  1.06e+09 -0.073  0.942  -2.22e+9 2.06e+9

------------------------------------------------------------------------------
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Regression 2:

 . regress  netcapfl GDP ConFPI ConOPI fincredr fincredo
ConFDI repatr taxben intsprd risk

  Source |     SS       df     MS         Number of obs = 39
---------+-----------------------------    F( 10, 28) = 1.02
   Model  | 2.2719e+19  10  2.2719e+18     Prob > F = 0.4541
Residual |  6.2540e+19  28  2.2336e+18    R-squared = 0.2665
---------+----------------------------- Adj R-squared=0.0045
   Total  | 8.5260e+19  38  2.2437e+18    Root MSE = 1.5e+09

------------------------------------------------------------------------------
netcapfl|  Coef.  Std. Err.   t    P>|t|   [95% Conf]
---------+--------------------------------------------------
     GDP |.0015898 .003375   0.471  0.641 -.0053236 .0085032
  ConFPI |6.03e+07 9.22e+08  0.065  0.948 -1.83e+09 1.95e+09
  ConOPI |1.77e+08 8.00e+08  0.222  0.826 -1.46e+09 1.82e+09
fincredr |5.87e+08 7.65e+08  0.768  0.449 -9.79e+08 2.15e+09
fincredo |2.05e+08 7.57e+08  0.271  0.788 -1.35e+09 1.76e+09
  ConFDI |-3.01e+8 7.33e+08 -0.411  0.684 -1.80e+09 1.20e+09
  repatr |-1.23e+9 2.13e+09 -0.580  0.567 -5.59e+09 3.12e+09
 taxben |1.89e+9 7.71e+8  2.448 0.021 3.08e+8 3.47e+9
 intsprd |-5748010 7181545  -0.800  0.430  -2.05e+7  8962718
    risk |-8737247 2.41e+07 -0.363  0.719  -5.80e+7 4.05e+07
   _cons |4.38e+07 1.27e+09  0.035  0.973  -2.56e+9  2.64e+9
------------------------------------------------------------------------------

Regression 3:

. regress FDI ConFDI GDP

  Source |     SS      df      MS         Number of obs = 69
---------+-----------------------------     F(2, 66) = 16.73
   Model | 4.5275e+19   2  2.2637e+19      Prob > F = 0.0000
Residual | 8.9298e+19  66  1.3530e+18     R-squared = 0.3364
---------+----------------------------- Adj R-squared=0.3163
   Total | 1.3457e+20  68  1.9790e+18     Root MSE = 1.2e+09

------------------------------------------------------------------------------
     FDI|  Coef.   Std. Err.  t     P>|t|     [95% Conf]
--------+--------------------------------------------------
 ConFDI |-6.51e+8 2.96e+8  -2.20  0.031 -1.24e+9 -6.01e+7
    GDP |.0066829  .0014394  4.643  0.000  .003809 .0095567
  _cons |9.75e+08  2.16e+08  4.512  0.000  5.43e+8  1.41e+9

------------------------------------------------------------------------------
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Regression 4

. regress FDI ConFDI risk GDP

  Source |     SS       df      MS        Number of obs = 69
---------+----------------------------      F(3, 65) = 16.90
   Model |5.8963e+19    3  1.9654e+19      Prob > F = 0.0000
Residual |7.5609e+19   65  1.1632e+18    R-squared =  0.4382
---------+----------------------------  Adj R-squared=0.4122
   Total |1.3457e+20   68  1.9790e+18     Root MSE = 1.1e+09

------------------------------------------------------------------------------
    FDI |  Coef.   Std. Err.    t    P>|t|     [95% Conf]
--------+---------------------------------------------------
 ConFDI |-4.21e+8  2.83e+08  -1.491  0.141 -9.86e+8 1.43e+08
  risk |3.15e+7  9183599  3.430  0.001 1.32e+7 4.98e+7
    GDP |.0078889  .0013802   5.716  0.000 .0051325 .0106452
  _cons |-6.96e+8  5.26e+08  -1.321  0.191 -1.75e+9 3.56e+08
------------------------------------------------------------------------------

Regression 5

. regress FDI risk ConOPI GDP

  Source |    SS       df      MS         Number of obs = 71
---------+-----------------------------     F(3, 67) = 19.11
   Model | 6.3003e+19   3   2.1001e+19     Prob > F = 0.0000
Residual | 7.3611e+19  67   1.0987e+18    R-squared = 0.4612
---------+----------------------------- Adj R-squared=0.4370
   Total | 1.3661e+20  70   1.9516e+18    Root MSE = 1.0e+09

------------------------------------------------------------------------------
     FDI |  Coef.   Std. Err.  t     P>|t|     [95% Conf]
---------+--------------------------------------------------
    risk |3.65e+7   8706302  4.192  0.000  1.91e+07 5.39e+07
  ConOPI |-6.33e+8 2.82e+8 -2.243 0.028 -1.20e+9 -6.96e+7
     GDP |.0087355 .0012807  6.821  0.000  .0061793 .0112917
   _cons |-7.08e+8  4.83e+08 -1.467 0.147  -1.67e+9  2.55e+8
------------------------------------------------------------------------------



84

The Harvard College Economist

Regression 6

. regress  FPI intsprd GDP

  Source |     SS     df       MS         Number of obs = 57
---------+-----------------------------    F(2, 54) = 54.02
   Model |1.1928e+20   2   5.9640e+19      Prob > F = 0.0000
Residual |5.9614e+19  54   1.1040e+18    R-squared =  0.6668
---------+----------------------------- Adj R-squared=0.6544
   Total |1.7889e+20  56   3.1945e+18     Root MSE = 1.1e+09

------------------------------------------------------------------------------
     FPI |  Coef.   Std. Err.   t     P>|t|    [95% Conf]
----------+----------------------------------------------------
 intsprd |-9624359 3019827  -3.187 0.002 -1.57e+7 -3569970
     GDP |.0166417  .0016102  10.335  0.000  .0134133 .01987
   _cons |-7.21e+7  1.79e+8  -0.404   0.688 -4.30e+8 2.86e+8
------------------------------------------------------------------------------

Regression 7

. regress intsprd risk

  Source |     SS      df      MS        Number of obs = 59
---------+-----------------------------     F(1, 57) = 12.06
   Model |25339.4194    1   25339.4194     Prob > F = 0.0010
Residual |119806.16    57   2101.86245    R-squared = 0.1746
---------+----------------------------- Adj R-squared=0.1601
   Total |145145.579   58   2502.50999     Root MSE = 45.846

------------------------------------------------------------------------------
intsprd | Coef. Std. Err.     t     P>|t|    [95% Conf]
---------+--------------------------------------------------
    risk |-1.4064 .405079 -3.472 0.001 -2.2176 -.595332
   _cons |104.7297  20.5675  5.092  0.000 63.54404  145.9154
------------------------------------------------------------------------------
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I. Introduction
For decades, scholars have

pointed out that areas of the world sub-

ject to adverse geographic conditions

have a harder time developing into

wealthy economies.  The complex ef-

fects that each country’s geography has

on its economic development is not nec-

essarily the same.  However, across most

of the world, high transport costs vis-

ibly hinder trade and thus create regions

of economic isolation and poverty for

areas facing difficult topographies.  This

How Helpful is Integration?:
Travel Time and Monetarization in

Rural Peru
Gordon Carlos McCord

Abstract

paper seeks to understand how the de-

velopment of transportation infrastruc-

ture (thus decreasing travel time and

costs to urban centers) affects the eco-

nomic well being of rural households,

since better roads presumably increase

market access and alleviate the adverse

effects of a difficult topography.  More-

over, emphasis will be given to the role

of the “degree of monetarization” (the

percent of income that households re-

ceived as money as opposed to goods)

in the dynamic of households experienc-

High transport costs hinder trade, creating regions of economic
isolation and poverty for areas facing difficult topographies.  Using
recent household data from rural Peru, this study seeks to understand
how increased integration -- through decreasing travel time to urban
centers and increasing degrees of monetarization -- affects the eco-
nomic well being of rural households, since better roads and a higher
proportion of monetary income presumably increase market access and
alleviate the adverse effects of a difficult geography.  Using a “liveli-
hood mapping” framework to model the market failures of isolated
areas, the longitudinal data shows that decreased travel times to urban
centers not only increases income per capita, but also consumption of a
“livelihood consumption basket” when holding total income constant,
suggesting that decreased travel time has the added benefit of alleviat-
ing market failures.  However, the increased degree of monetary income
for households is shown to have an adverse short-term effect on eco-
nomic well being, suggesting that while transportation integration is
beneficial in the short term, increased monetary integration can have
short-term consequences for rural households.
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ing increased connectedness to urban

centers.  Peru is chosen for the study

because of its geographical and ecologi-

cal diversity (containing a total of 84 of

the world’s 104 known living ecologi-

cal regions and 28 different climates1)

that creates high transport costs for the

population.  Indeed, the correlation be-

tween road density and per capita in-

come across the country’s

departamentos shows a strong relation-

ship (a t-statistic of 3.012), with an elas-

ticity of per capita income with respect

to paved road density of 3.5.  This

quick-glance result for 1999 does not

prove causality between infrastructure

capital and income, yet the correlation

motivates investigation and more rigor-

ous quantitative analysis of the effects

of infrastructure growth on economic

performance.

International experience has

corroborated expectations about re-

turns to infrastructure investment: For ex-

ample, the work of Ahmed and Hossain

(1990) in Bangladesh finds that in-

creases in public infrastructure endow-

ments in rural areas generate 33% re-

turns in rural household income – 24%

increases from agricultural production,

78% from livestock production, and al-

most 100% in non-agricultural income.

The importance of expanding infrastruc-

ture networks as a poverty-relief mea-

sure has not been lost on the Peruvian

government.  Since 1996 the Rural

Roads Program (PCR) operating within

the Transportation Infrastructure Reha-

bilitation Special Project (PERT) has

aggressively worked to rehabilitate

roads, improve pack animal roads, and

establish routine maintenance.  Taking

advantage of these initiatives in the re-

habilitation and completion of new roads

after 1996, this paper uses the Peruvian

National Household Surveys

(ENAHOs) undertaken yearly from

1998-2000 to explore the economics

of livelihood generation in Peru to con-

tribute to understanding the link between

transportation and economic develop-

ment.  The emphasis on income com-

position follows in the footsteps of

Amartya Sen’s “entitlements” approach

towards analytically characterizing pov-

erty and deprivation in terms of liveli-

hood or claiming systems, which in-

spired Carter and May (1997) to con-

ceptualize the mapping of social and

economic endowments into real con-

sumption possibilities.  As explained in

this paper, their analysis leads them to

conclude that poverty is not only a mat-

ter of having few assets, but also of fac-

ing constraints (due to market failures

such as poor transportation infrastruc-
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ture) that limit the effectiveness with

which those assets are used.  This pa-

per first reviews Carter and May’s theo-

retical foundations explaining the forces

that shape (and distort) the nature of live-

lihood mapping, the linking of assets and

endowments to consumption possibili-

ties, and their important finding that “the

topography of the estimated livelihood

maps helps identify the constraints which

limit household’s ability to effectively

utilize their assets and endowments.”2

After defining a “consumption livelihood

basket” to measure changes in well be-

ing of the household, regression analy-

sis is employed to estimate effects and

draw conclusions about the nature of

livelihood mapping in Peru relative to the

improvements of rural households’ ac-

cess to urban centers.  The analysis

evaluates the overall effect of decreased

travel time on income and consumption

of the “livelihood basket,” and whether

or not travel time increases consump-

tion through channels other than income

effects.  This would indicate that house-

holds are successfully improving their

consumption bundles for given endow-

ments and income, which the model at-

tributes to correction of market imper-

fections.  Subsequent analysis tests

whether one of the channels through

which a decrease in travel time increases

consumption is by increasing the degree

of monetarization of household income

(which itself is expected to alleviate the

imperfections of transaction costs in ru-

ral economies).

II. Literature Review
Economic writing on transpor-

tation infrastructure has occurred in

bursts during the last fifty years, as flaws

in the original sweeping studies were

pointed out, methodologies evolved,

and analyses began focusing on man-

ageable topics to relax inaccurate as-

sumptions in previous studies.  Lessons

learned from previous literature include

the fact that different types of infrastruc-

ture have significantly different returns,

thus casting doubt on the usefulness of

aggregate studies of roadway invest-

ment.  Distinctions should be made be-

tween different types of highway invest-

ment – such as whether the project is

rural or urban, and whether it involves

new construction or maintenance.

Within the more specific realm of litera-

ture concerning rural roads investment

(which this paper focuses on), the World

Bank has published numerous works

based on evaluations of their own

projects.  Of particular interest is Van

de Walle’s explanation of the danger of

basing conclusions upon simple com-
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parisons of outcome indicators in villages

with roads versus without them.  Since

road placement is not random, and

simple comparisons do not account for

the process by which the road came to

be built in a specific location, then mea-

sures of impact will be biased and can

lead to deceptive policy conclusions. 3

This important issue of bias will be dis-

cussed more at length during data analy-

sis.

Given the diversity of Peruvian

topography and the recent scholarly

emphasis on geographic variables, some

models might designate the effects of

infrastructure secondary to the

overarching effects of geography as the

determinant of economic development

levels.  Indeed, one could argue that

more effective development efforts

would mobilize populations away from

geographically adverse areas instead of

spending on projects to build infrastruc-

ture in geographically adverse regions.

Javier Escobal and Máximo Torero

(2000) shed light on the subject utilizing

Jeffrey Sachs’ methodology regressing

geographic variables and level of eco-

nomic development for Peru (using 1998

data at the district level).  Their analysis

does indeed show a correlation between

geography and sizable differences in liv-

ing standards across regions in Peru.

However, their second tier of regres-

sions includes variables for non-geo-

graphic characteristics (termed public

and private assets), which they find sig-

nificantly reduce the coefficients of the

geographic variables.  Indeed, they con-

clude that sizable geographic differences

in living standard are almost fully ex-

plained by the distribution of assets,

which means that geography has a nega-

tive influence by creating an uneven dis-

tribution of infrastructure.4  This conclu-

sion rules out the idea of geographic

determinism and permits the models

used in this paper to discard individual

households’ specific geographic char-

acteristics (such as altitude), since these

have been found to be relatively insig-

nificant when variables for private and

public assets are included in the model.

Moreover, Escobal and Torero’s find-

ings conceptually step towards discard-

ing the null hypothesis (that infrastruc-

ture has no effect since geography pre-

determines economic welfare), since in-

frastructure investment has a positive

impact on economic indicators even in

regions suffering from adverse geogra-

phies.  The analysis in this paper tests

the spatial interpretation of their results:

if the equalization of household assets
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across the Peruvian topography does

equalize incomes, then different levels

of road infrastructure should not create

differences in incomes between two

households of equal assets.

III. Theoretical Framework
Carter and May (1997) give a

complete explanation of the relation be-

tween a household’s assets and its level

of income, and the differences between

the perfect markets scenario and the

single- and multiple-market-failures sce-

narios.  This microeconomic framework

relates what the authors call household

“livelihood maps” (that is, the income

generation strategy of each household)

with each household’s assets.  The work

of Amartya Sen (1981) directed the at-

tention of scholars not only towards how

much income people have, but also to

the bundle of assets or endowments held

by the poor, the nature of their claims

on those assets, and the nature and vul-

nerability of particular claiming systems.

Believing that society’s poor and the

vulnerable can be identified as those

sharing common income-claiming strat-

egies, or “entitlements,” Carter and May

focus on livelihood strategies, that is, on

the strategy people use to attain income,

the vulnerability of said strategy.  The

mapping linking endowments with at-

tainable commodity bundles is what

Carter and May call “livelihood map-

ping.”

Livelihood mapping defines the

set of commodity bundles attainable by

a household with a given set of tangible

and intangible endowments, either

through the direct use of these endow-

ments or by using them to access other

goods through a market or other claim-

ing system (like, for example, a legal

system).  As the authors explain, a per-

fect-market scenario results in a liveli-

hood mapping defined simply by the

budget set fixed by the endowments of

a household and the relative prices of

any exchanges it makes.  However, the

notion of livelihood mapping becomes

more complex when sales or quantity

constraints (like unemployment), miss-

ing markets, and production and price

shocks are introduced.  Sen defines “en-

titlement failure” as the result of having

claiming systems fail to provide access

to the expected bundle of commodities

(such as in a world without perfect in-

surance).  The discrepancies between

different imperfect-market maps is de-

scribed by comparing a semi-subsis-

tence farmer with a semi-skilled artisan

having the same real income and bud-

get sets, but who are subject to differ-

ent vulnerability and poverty risks be-
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cause of the different production shocks

and sales constraints that they are ex-

posed to.5

As in Carter and May’s analy-

sis, this paper uses a one-dimensional

map from assets into income space (un-

like Sen’s multidimensional framework

where a particular endowment com-

mands different dimensions of commod-

ity bundles), allowing for a focus on the

constraints limiting a household’s ability

to generate secure income.  Although

the mapping of a household’s endow-

ment to livelihood results in the map-

ping of a point onto a distribution (due

to the probabilistic factor introduced by

risk and imperfect markets), here the

mean of that distribution will be mapped,

representing the ex ante expected liveli-

hood resultant from having one bundle

of assets.

The microeconomic theory of

the household rooted in A.V. Chayanov’s

1924 work offers insights into the

choicetheoretic basis of Carter and

May’s livelihood mapping and for un-

derstanding the constraints of low-in-

come households.  Chayanov’s studies

(1966) stress how the intensity with

which a household uses its fixed assets

varies systematically with the

household’s endowments of land and

labor.  However, refocusing the theory

onto the real income that a household
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gains and its effect in determining the

household’s final asset bundle helps pro-

vide further foundation for the map link-

ing livelihood, or entitlement, to income.

According to Singh, Squire and

Strauss, when a household has access

to full and complete markets (meaning

it can purchase or sell any quantity of

both consumer goods and productive

factors like labor or capital), its produc-

tion and income generation decisions

become independent of consumption

decisions and its endowments level

(1985).  This translates onto Carter and

May’s livelihood map as a line of con-

stant upward slope where marginal live-

lihood returns to assets and endowments

are constant.  That is, a household’s as-

set and endowment bundle does not in-

fluence the returns to any particular as-

set or endowment.  This is illustrated by

the constant line on the two-dimensional

map:

For simplicity, Figure 1 assumes

that all households have the same struc-

ture and requirements so that the left axis

can equivalently be expressed in total

income and income per-adult units.  In

the perfect-markets scenario, a

household’s income falls below the pov-

erty line when its assets and endowments

fall below A
p
.  In this perfect world,

poverty would simply be a function of

insufficient assets, and poverty relief

would simply be a matter of increasing

household’s endowments and assets via

direct transfers of income or assets.

However, the topography of the

livelihood map changes when the per-

fect markets assumption is relaxed.

Chayanov’s analysis, for example, pre-

sumes that peasant households can nei-

ther buy nor sell labor, thus making the

pattern of households’ resource and use

inseparable from the overall wealth level

and demographic structure (suddenly,

for example, a household with an ex-

cess of a particular asset like labor can-

not exchange it for something which

would increase its income, resulting in

different marginal returns for different

assets).  The livelihood maps now takes

the shape of the dash-line in Figure 1,

where the expected income level for a

particular asset/endowment bundle is

equal to the corresponding perfect-mar-

ket level only when the equivalent per-

fect-market household would no longer

desire to buy or sell labor.  In this labor

market failure scenario, notice that the

required level of assets and endowments

necessary for reaching poverty level in-

creases from A
p
 to A

c
, meaning that

poverty is now no longer only a func-

tion of the asset/endowment bundle of

each household, but also of the extent
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to which the household is constrained

from using these assets and endowments

effectively.

Households in developing

economies suffer from multiple market

failures, as has been documented ex-

tensively in the Peruvian context6 and

particularly for roads in the work of

Escobal and Valdivia (1993), who iden-

tify the principle Peruvian market fail-

ures as a lack of appropriate communi-

cation infrastructure, the absence of

clear property rights, asymmetric infor-

mation in the labor and credit markets,

and legal and institutional restrictions in

several factor markets.7  The dotted

curve in Figure 1 represents the impli-

cations in the livelihood map of multiple

market failures.  Notice the increased

flatness of the entitlement surface, mean-

ing that low wealth households are able

to access even fewer entitlements as

market failures worsen (for example,

low-asset borrowers become increas-

ingly unable to access working capital

needed to finance cash costs of produc-

tion, sometimes even including their im-

mediate consumption needs, meaning

that they cannot effectively use land en-

dowments because of their insufficient

capital for production).  In this new curve

of multiple market imperfections, the

minimal asset/endowment level neces-

sary to acquire poverty-line-levels of

income is increases to A
m
.  Unlike the

perfect-markets scenario, households

are now poor due because of their defi-

cient asset/endowment bundle or be-

cause they are trapped on a flat part of

the endowment space, meaning they fail

at transforming their assets/endowments

bundle into income.

The resulting policy implication

is that poverty alleviation entails not only

direct asset transfers to the poor, but

also the correction of failures and con-

straints (that is, shifting the entitlement

space curve back towards the straight

line) that households face when attempt-

ing to channel their assets, endowments,

and productive factors into consump-

tion.  This paper first explores an im-

portant correction for rural Peruvian

households – the alleviation of the trans-

portation barrier – and the increase in

households’ well being (even while hold-

ing other assets constant) predicted by

the livelihood map model.  Second,

monetary income as a channel through

which decreased travel time affects the

household is explored.

The percentage of total income

received as money, here termed “de-

gree of monetarization,” is a unique

channel through which travel time

changes affect consumption, because it
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too is a constraint that prevents rural

households from optimally channeling

their assets and endowments into con-

sumption.  It is assumed that rural house-

holds receiving a greater percentage of

their money as income engage more fre-

quently in bartering to exchange re-

sources.  Bartered transactions allow for

less optimal outcomes since a success-

ful exchange requires a double coinci-

dence of wants between people ex-

changing goods and services, while

money allows for more optimal con-

sumption since the unit of transaction can

be divided beyond a single good or ser-

vice.  Moreover, rural environments of-

ten have nonzero transaction costs due

to the market imperfections around

them.  For example, one can imagine a

worker getting paid in a good that he/

she would like to sell in order to buy

other goods.  The process of selling in

the rural setting might not be frictionless

or cost-free, due maybe to time it takes

to find a buyer among neighbors or mar-

kets that are often not nearby.  This fric-

tion implies an opportunity cost to sell-

ing since the time it took to make the

sale could have been used on an income-

generating activity.  If, instead, the origi-

nal income had been in money, the

worker would able to directly purchas-

ing goods without losing time selling oth-

ers.

This paper explores the effects

on consumption of both corrections of

market imperfections: a reduction of time

needed to reach the nearest urban cen-

ter, and an increase in monetarization.

Moreover, it will test the hypothesis that

the second correction is a result of the

first (due, for example, to the commer-

cialization of agricultural goods as a ru-

ral household becomes integrated into

a larger economy when a road is built).

IV. Data Description8

To analyze under the “livelihood

map” framework described above, a

choice must be made for a variable rep-

resenting “commodity bundles” and eco-

nomic well being or level of develop-

ment.  Any study of development has to

contend with the advantages and dis-

advantages of the various possible indi-

cators of well being.  Throughout this

analysis, two measures of level of hu-

man development will be employed.  The

first, income per capita, is the most com-

mon proxy for level of development

(economic and otherwise).  Although this

indicator does not explicitly consider

other facets of well being (such as po-

litical freedom, degree of inequality, lit-

eracy, infant mortality, nutrition, life ex-

pectancy, etc.), it serves as a good proxy
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because many argue that higher incomes

invariably lead to better health and edu-

cational standards in the population.9

Debraj Ray’s review of the literature on

this topic mentions authors who have

found high correlations between indica-

tors of quality of life and income per

capita, though more rigorous economet-

ric exercises have yielded mixed re-

sults.10  The second indicator for well

being used in this analysis is a special

measure of household consumption, la-

beled throughout this paper as the “live-

lihood consumption basket.”  Built by

selectively aggregating consumption by

category, it includes what the household

has consumed in foodstuffs, clothing,

health services, education, home main-

tenance, and entertainment.  In addition,

it includes not only what has been pur-

chased, but also what has been received

as payment for a service or what has

been donated to the household by an-

other household or a social relief pro-

gram.  Notice that consumption of trans-

portation goods and services are not

included.  This measure of consumption

per capita more directly captures the

resources that households consume to-

wards making their lives better (biologi-

cally, educationally, and in terms of luxu-

ries), and therefore works well as a rep-

resentation of a “commodity bundle”

which translates into economic well be-

ing.  Moreover, this “consumption live-

lihood basket” variable allows the im-

pact analysis of time of transport and

monetarization on consumption while

holding total income fixed.  As a re-

sult, it becomes possible to examine how

better integration to the national

economy determines whether equally

wealthy households consume different

amounts of resources for their own well

being (which would be expected if one

is forced to spend more on transport

due to poor infrastructure).  These two

proxies are chosen because the impact

on alternative measures of well being

(such as health) requires a medium-term

analysis to capture the effect of de-

creased travel time, and the short time

span in the sample under study will not

allow for significant changes in health

variables.  Indeed, the simple correla-

tion between health (measured as the

percentage of the household experienc-

ing a sickness during the last three

months) and travel time does not hold,

probably for a plethora of reasons.  Al-

though income and consumption per

capita are by no means all-encompass-

ing measures of well being, they will be

used throughout this paper.
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V. Regression Analysis
The analysis will be in several

parts: first the issue of selection bias

within our sample will be discussed.

Next, having chosen for the purpose of

the econometric analysis to proxy road

infrastructure with the time it takes to

reach the nearest district capital, regres-

sions will be used to determine the im-

pact that the time variable has on con-

sumption using both a panel regression

and a regression on the first-differential

(using differences).  Finally, the analysis

will use several econometric techniques

to test the hypothesis that

monetarization is the channel through

which increased access to the district

capital affects households.

VI. Selection Bias
A true natural experiment would

involve the random assignment of road

infrastructure upgrades to best measure

the “pure” benefits of the upgrades on

economic well being.  However, infra-

structure upgrades are probably not as-

signed randomly in any society but in-

stead occur following certain criteria

depending on the agency investing in the

upgrade, which would bias the estimates

of gains from the upgrade.  To test

whether the infrastructure upgrades in

the sample are truly nonrandom, the

geographical distribution of the sample

and the sub sample of upgrades were

evaluated, and since the percentage of

households receiving an upgrade are

comparable for the three geographical

strata, national-level regressions for the

sample can be run without worrying that

the results are biased towards express-

ing the dynamic of one geographical re-

gion at the expense of another.  Next,

possible bias due to nonrandom upgrad-

ing criteria mentioned above was tested

using a LOGIT regression by looking

for relationships between whether a vil-

lage received a road upgrade and pos-

sible criteria for road investment.  Any

statistically significant correlation be-

tween places receiving upgraded roads

and these criteria would indicate bias in

the sample.  However, regression analy-

sis11 finds no evidence of ex-ante bias

in the variables that will be used as de-

pendent in upcoming equations, or any

bias in the geographical dummies.

Moreover, although there is a correla-

tion between road improvement and

household controls (education and the

existence of a health post), these will be

included in the controls throughout the

analysis and absorb some of the prob-

lematic correlation between upgraded

villages and consumption or income.  In

addition, although the inability to accu-
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rately estimate a function for road up-

grade criteria prevents the complete

elimination of bias, the degree to which

these criteria affect consumption or in-

come is probably small (since most

theoretical determinants of these vari-

ables will be included as controls), lend-

ing confidence to the assertion that bias

in the results is negligible.

VII. Various Techniques to
Isolate the Effect of Travel

Time12 on Development
The first part of the analysis will attempt
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to isolate the impact that travel time has

on the economic well being of rural Pe-

ruvian households.  As an upper bound

estimate, the dependent variables dis-

cussed in the Data Description section

(per capita income and per capita con-

sumption of the “livelihood consumption

basket”) were regressed against travel

time:

This resulted under OLS in a

0.16% increase in income per capita and

0.13% increase in consumption per

capita for every percent decrease in time

of travel.  These magnitudes are not in-

significant: if an infrastructure investment

project decreases travel time by 50%,

income per capita increases by the non-

trivial amount of 8%.  It is important to

note that a fixed-effects panel was also

used.  In a fixed effects model, variables

that do not change over time are

dropped by definition, so we can inter-

pret these results as showing the extent

to which changes in travel time affected

the dependent variable for households

that experienced a change in travel

time.  The decrease in the magnitude of

the coefficients when moving from the

pooled regressions to the fixed-effects

suggests that changes in travel time have

a greater effect in the short-term (cap-

tured by the fixed-effect method) than

in the long-term (identified by the static

regression of pooled OLS).

The regression in which con-

sumption is the dependent variable in-

tegrates income per capita as a control13

to capture the explanatory power that

changes in travel time have upon con-

sumption of the “livelihood consumption

basket,” keeping income constant.

That is, if a change in travel time causes

an increase in consumption due to an

increase in wealth, this change will be

captured by b
3
, thus leaving b

2
 to ex-

plain increases in consumption due to

travel time changes that are not due to

income changes.  In accordance with

this expectation, the magnitude of b
2

drops slightly from –0.051% to –
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0.039%, indicating that some of de-

creased travel time’s effect on consump-

tion is through increased income.  At the

same time, the fact that b
2
 keeps the

correct sign and remains statistically sig-

nificant indicates that travel time increases

economic well being beyond just in-

creasing income per capita.  Some of

this is probably due to the transfer of

resources previously spent on transpor-

tation costs to other goods within the

“livelihood consumption basket.”  How-

ever, this result can also be predicted

from the livelihood map of the Theo-

retical Section of this paper – as the

market failure due to transport cost is

alleviated, the curved line in Figure 1

shifts back towards the straight line of

the perfect-market scenario, and house-

holds will be able to consume a more

optimal consumption bundle for a given

set of assets.  In addition, as can be ex-

pected, b
2
 decreases from 5.1% to

3.9% when moving from (4) to (5), thus

strengthening our confidence in the re-

sults by suggesting that decreasing travel

time does in fact lead to increased well

being both through increased income but

also through other channels (which this

paper hypothesizes includes the correc-

tion of a market failure allowing house-

holds to better maximize utility with their

given assets and income).

The model in (I) and (II) estab-

lish the groundwork to study the impact

of changes in travel time on rural house-

holds.  However, since assets and en-

dowments do greatly determine the con-

sumption bundles chosen by households,

then an analysis seeking to understand

the impact of changes in travel time on

household income and income attain-

ment strategies must distinguish between

households with different levels of as-

sets and endowments.  The methodol-

ogy to account for these differences in

hopes of isolating the “travel time effect”

will be to use controls in the regression.

Hoping to leave every household iden-

tical to every other within its geographi-

cal area, the model will remove the ef-

fects of each household’s human capi-

tal, physical capital, financial capital, and

its village’s communal capital:

Table 8 shows the results of

adding the household and communal

controls, where a fixed-effect panel was

employed in (1), (2) and (3) after a
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Hausman test rejected the possibility of

using random effects.  The comparable

R2 statistic for the fixed-panel regres-

sions have increased dramatically from

around .04 to .25 and .43 in (1) and

(2), thus indicating that the controls play

a role in explaining fluctuations in the

dependent variable.  Note that the co-

efficients and standard errors of the

many control terms are not included

because they do not further this analy-

sis; it is enough to recognize their effect

within the regression on the variables

under study.  Of note, however, are the

geographical area dummies included in

Table 8.  Since these do not change over

time, they are dropped in the fixed re-

gression, but their significant and nega-

tive coefficients in the pooled regression

indicate that adverse geography has a

negative effect on consumption levels

even when controlling for household’s

assets, income, and spatial adversity

due to travel time to the nearest district

capital.  Therefore, it seems that adverse

geographies also create of market im-

perfections shifting the livelihood map

in Figure 1 downwards, so that even for

a given income level, households in ad-

verse geographies are less well off.

Table 8: Travel Time & Income, Consumption with Controls

Dependent Variable: ln(Y/P) ln(C/P) ln(C/P)
(1) (2) (3)

Method: FE FE FE
Independent Variable
ln(time) -0.0412** -0.0440* -0.0347*

(0.0187) (0.0124) (0.0116)

(Y/P) 0.2252*
(0.0149)

Mountain Dummy

Jungle Dummy

Constant 4.9968* 5.4288* 4.303*
(0.3492) (0.2303) (0.2290)

R2 0.249 0.4311 0.5638
N 5697 5697 5697

All regressions are limited to rural households and contain year dummies
(1), (2), and (3) are fixed-effects panels grouped by household
(4) uses standard OLS to pool the observations, clustered by household
Controls not shown:

Physical Capital (house rooms per capita, house value per capita, agric
system rank, hygiene system rank, electricity in house dummy)
Financial Capital (bank dummy, borrowed dummy, informal capital m
Community Capital (bank, market, school, health post dummies)

Notes: * Significant at 1%; ** Significant at 5%; *** Significant at 10%.

Human Capital (size of household, age of head, age of head squared, ed
average education level of others)
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Despite the controls, decreases

in travel time have a 4% effect on in-

come per capita, but the effects on con-

sumption per capita have dropped from

5.1% without controls to 4.4% in (2),

and from 3.9% to 3.5% in (3).  These

decreases in explanatory power of the

travel time variable indicate that some

of the increases in consumption of the

“livelihood basket” attributed to travel

time in Table 7 were in reality due to

changes in the control variables.  How-

ever, it is difficult to analyze the role of

the controls because it is difficult to test

causality.  Moreover, the more impor-

tant result is that that travel time keeps a

significant coefficient in (3) with the in-

clusion of controls.  Therefore, changes

in travel time to the nearest district capi-

tal do in fact affect economic well being

not only through an effect on total in-

come but also by increasing the amount

of resources consumed by rural house-

holds towards bettering their livelihood,

even accounting for changes in in-

come and other measures of house-

hold capital.  This suggests that in fact

a decrease in travel time increases the

household’s well being by relaxing mar-

ket frictions and the transport cost

wedge, thus allowing it to spend more

of its resources on bettering the quality

of life.  In the language of Carter and

May’s model described in the Theoreti-

cal Framework section, the ameliora-

tion of market failure due to transport

cost allows households to achieve a

more optimal consumption bundle for a

given set of assets and endowments.

Finally, the pooled regression in (4) is a

momentary return to the static analysis

to point out that despite controlling for

households’ total income and capital

(physical, human, financial and commu-

nal), nevertheless the travel time remains

a significant explanator of consumption

of the “livelihood consumption basket”

in rural households.  This contradicts the

recommendations of Torero and

Escobal mentioned in the literature re-

view.  While they claim that equalizing

levels of assets across space and topog-

raphy will equalize incomes, these re-

sults show that despite controlling for

levels of all assets and income, does not

eliminate the spatial determinant of de-

velopment among Peruvian households.

A first differencing (FD) methodology

was then employed14 using only the pan-

eled households, and differencing be-

tween 2000 and 1998.  The FD regres-

sions corroborate the results above.

Monetarization as a Channel for Travel

Time Effects

Fort and Aragón (2001) con-

cluded their analysis with results moti-
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vating a study of the dynamics between

household income, income composition,

and road infrastructure development.

However, they lacked a panel with which

to monitor the effect of changes and

were forced to document static relation-

ships in a cross-section.  This section

builds upon equation (IV) by incorpo-

rating the degree of monetarization vari-

able, and testing whether it is a channel

through which changes in travel time of

rural households to the district capital

affects well being.  That is, as a

conglomerate’s transport costs to larger

markets decrease, households begin

receiving a greater percentage of their

incomes in the form of money (much lit-

erature exists on the monetarization of

peasant economies, mainly due to the

influx of wage labor and the commer-

cialization of basic needs).  For reasons

explained in the Theoretical Framework

section, it is expected that monetarization

corrects market inefficiencies and allows

households to improve their quality of

life (because they can more optimally

choose their consumption bundles) even

when holding total income constant.

That is, just as changes in travel time

had a positive effect on consumption

even when holding income constant, it

is expected that monetarization corrects

another market failure whose alleviation

yields similar results.  The hypothesis that

monetarization is a channel through

which a change in travel time affects

consumption is tested by adding the

“percentage of income received as

money” (M/Y) variable into equation

(IV).  Since the coefficient for the travel

time variable decreases by half a per-

centage point with the inclusion of

monetarization (while remaining statisti-

cally significant), this supports the hy-

pothesis that changes in travel time are

partly affecting consumption through the

channel of the new variable.  Therefore,

the new coefficient on the travel time

variable in (2) is only the effect of travel

time on consumption not due to the ef-

fect of travel time on monetarization

(which in turn affects consumption).

The next step, therefore, is to

estimate the total effect of these vari-
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ables with both a pooled regression and

a fixed-effects panel using the following

relationships:

Equations VII, VIII, and IX

represent an attempt to isolate the ef-

fect that a change in travel time has on

consumption.  The coefficient of inter-

est is b
3
 because it represents the effect

of travel time upon the “livelihood con-

sumption basket.”  However, b
3
 in equa-

tion VII only explains the effect of travel

time on consumption not explained by

the change in the other explanatory vari-

ables due to a change travel time.  As

seen in models (1) and (3) of Table 7

and in model (1) of Table 8, travel time

is strongly correlated to income per

capita in both pooled and fixed-effects

regressions (the latter demonstrating

coupled movement of the variables over

time as travel time changes explain de-

viations in a household’s mean income).

Moreover, the hypothesis under ques-

tion is that travel time affects the degree

of monetarization of the household,

which in turn increases consumption by

relieving a market failure and shifting the

curved line in Figure 1 upwards toward

the perfect-market scenario.  Therefore,

it is expected that b
3
 understates the ef-

fect of travel time because it fails to rep-

resent this variables effect via income

and monetarization effects.  Equation IX

captures the effect of travel time upon

income per capita.  Notice the assump-

tion that income per capita is only af-

fected by the controls and the travel

time, and not by degree of

monetarization or consumption of the

“livelihood consumption basket.”  This

is because an increase in consumption

of the basket can only happen due to a

reallocation of income towards the

goods in the basket or due to an increase

in income.  An increase in consumption,

( )
( )( )34355
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however, is assumed to not cause an

increase in income itself.15  Equation VIII

models the effect of travel time and in-

come upon monetarization.  This sys-

tem of equations allows the algebraic

isolation of the contribution of time’s ef-

fect on consumption through the income

channel ( 4β̂ ) and through the

monetarization channel ( 5β̂ ) as follows:

Thus, the “total” effect of the

time variable on consumption ( 3β̂ ) is

calculated as follows:

The results for both the pooled

regressions and the fixed-effect regres-

sions are as follows:
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The pooled regressions in (1),

(2) and (3) reveal the simple correla-

tions of the variables, and while the

fixed-effect regressions of (4)-(9) model

changes in variables within the time se-

ries, the pooled regressions can be in-

terpreted as bringing to light the long-

via monetarization effects have coeffi-

cients of -.0135 and .0093, respectively.

That is, a 50% smaller travel time im-

plies a greater consumption level by (-

.5*-.0291) 1.46%, of which 1.35% is

due to increased income.  Time’s effect

on monetarization, on the other hand,

( ) ( )( )
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term relationship between the variables.

Indeed, the pooled regressions show

that across the sample, travel time is

strongly correlated to consumption of

the “livelihood consumption basket,” to

degree of monetarization, and to income

per capita.  By using the above identity,

the effects of time on consumption per

capita are broken down as:

Since this is a pooled consump-

tion, the results ought to be interpreted

as long-term correlations and not nec-

essarily proof for causal relationships in

the short-term.  The calculations above

show that the pooled regression esti-

mates the total effect of travel time to

have an elasticity of -.0291, while the

effects of time via income effects and

decreased time’s effect on consumption

by (-.5*.0093) -0.5%.  This surprising

result will be addressed shortly.

Models (4) – (6) repeat the ex-

ercise with the fixed-effect panel method

(once again, a Hausman test rejects the

accuracy of the random effects

method).16  These results indicate that

in the short-term, changes in travel time

have a greater effect (-.0425) on con-

sumption than the simple pooled corre-

lation reveals, and these effects are only

mildly working through the income chan-

nel and are not working through the

monetarization channel.

This lack of fixed-effect corre-

lation between monetarization and travel

time is problematic for the hypothesis
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that monetarization is a channel through

which travel time affects economic well

being, since this would at least require

that that decreases in travel time would

increase monetarization.  One possible

explanation is that monetarization exhib-

its only one-way movement in relation

to the village’s connectedness.  As vil-

lages get more “plugged in” to the na-

tional economy, the households within

them experience monetarization, but the

relationship does not hold in the nega-

tive.  That is, if travel time to the district

capital increases (possibly due to infra-

structure deterioration), this does not

cause de-monetarization among the

households.  Consequently, the relation-

ship between travel time and

monetarization would hold only when

dropping observations with positive

travel time deltas.  This is tested in mod-

els (7) – (9) in Table 11, where the

sample is limited to observations whose

changes in travel time are zero or nega-

tive.  Now, monetarization and travel

time do have a statistically significant

positive correlation.  For this sub-

sample, a 50% decrease in travel time

has a total effect of increasing consump-

tion by (-.5*-.1003) 5.0%, of which

Table 11: Consumption & Travel Time/Income/Monetarization

Dependent Variable: ln(C/P) (M/Y) ln(Y/P) ln(C/P) (M/Y) ln(Y/P) ln(C/P)
(1) (2) (3) (4) (5) (6) (7)

Method: OLS OLS OLS FE FE FE FE
Independent Variable
ln(time) -0.0249* -0.145* -0.0346* -0.0303* 0.0088 -0.0412** -0.0532**

(0.0080) (0.0048) (0.0133) (0.0112) (0.0061) (0.0187) (0.0244)

ln(Y/P) 0.3909* 0.1711* 0.2965* 0.1450* 0.2913*
(0.0150) (0.0052) (0.0158) (0.0078) (0.0279)

(M/Y) -0.4563* -0.4916* -0.3857*
(0.0342) (0.0444) (0.0729)

Constant 3.634* 0.4339* 5.3155* 4.0738* -0.4669* 4.9967* 4.5355*
(0.1055) (0.0459) (0.1405) 0.2223 (0.1199) (0.3492) (0.3683)

R2 0.6457 0.4107 0.4394 0.5649 0.3228 0.249 0.5005
N 5697 5697 5697 5697 5697 5697 963

All regressions are limited to rural households and contain year dummies
(1), (2), and (3) are standard OLS clustering by household with robust standard errors
(4)-(9) are fixed-effects panels, R squared is overall R squared
(7)-(9) limit the sample to observations with a delta(time)<=0
Controls not shown:

Mountain Dummy
Jungle Dummy

Notes: * Significant at 1%; ** Significant at 5%; *** Significant at 10%.

Human Capital (size of household, age of head, age of head squared, education level of head, average edu
Physical Capital (house rooms per capita, house value per capita, agricultural capital, water system rank, 
in house dummy)

Community Capital (bank, market, school, health post dummies)
Financial Capital (bank dummy, borrowed dummy, informal capital market dummy)
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1.6% is due to effects of increased in-

come and 0.8% is due to effects of in-

creased monetarization.  The fact that

the coefficient has increased in absolute

value is due to the nature of the sub-

sample: by limiting the sample to house-

holds whose travel time has decreased

or stayed the same, the benefits of this

change becomes more apparent in the

coefficient.  Indeed, increases in travel

time within the sample are probably due

to measurement error17 or to deteriora-

tion of infrastructure.  However, for a

variety of reasons including measurement

error near the cutoff of the sub-sample,18

the validity of these results is cast into

doubt.

These methodological short-

comings leave the pooled analysis of

models (1) – (3) in Table 11 as the most

reliable estimators (recall that the time

travel coefficient for these models is -

.0291).  It must be noted, however, that

this correlation is a not within a fixed-

effects context and is better interpreted

as a long-term relationship.  The failure

of the fixed-effect model to explain the

direct effect of changes in travel time

upon consumption via the monetarization

channel means that the structure of

equations (VII), (VIII) and (IX) may be

inadequate for the short-term dynamic

of the variables under study, although

the structure does well to explain long-

term relationships.

VIII. The Negative Effects
of Increased

Monetarization?
The results in Table 11 reveal a

surprising negative correlation between

degree of monetarization and consump-

tion per capita, both in the pooled re-

gression and in the fixed-effects.  Since

both regressions are controlling for in-

come per capita, the negative coefficient

on degree of monetarization can be in-

terpreted to mean that for two house-

holds of equal income, the one that re-

ceives more income as money is con-

suming less of the “livelihood consump-

tion basket.”  Likewise, increasing the

degree of monetarization decreases con-

sumption (when controlling for income

effects).  These results are contrary to

the prediction (based on what was dis-

cussed in the Theoretical Framework

section): receiving a greater percentage

of income as money had been expected

to allow the household to choose a more

optimal consumption bundle by allevi-

ating transaction costs, shifting the curve

toward the perfect-market scenario in

Figure 1, and allowing the household to

improve its quality of life.  Indeed, run-

ning the regressions without controlling
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for income yields a positive coefficient

for monetarization for both a pooled

regression and a fixed-effects regres-

sion.  That is, looking across the coun-

try, households that are doing better off

tend to receive more of their income as

money.  However, as mentioned above,

the relationship is negative and statisti-

cally significant when controlling for in-

come, such that even in static analysis,

households of equal wealth tend to con-

sume more if they receive less of their

income as money.  Moreover, the fixed-

effects panel corroborates this negative

relationship: whether or not income is

controlled for, the monetarization vari-

able retains a negative sign and is statis-

tically significant.  This indicates that

changes in monetarization are negatively

correlated with changes in consumption,

since decreased monetarization is an

explanator for positive deviations from

the mean of a household’s consumption

over time.

Although these results disprove

ing.  Firstly, the Peruvian economy has

been in recession, as shown in the fol-

lowing table:

The national recession has af-

fected the households paneled in our

data.   Average per capita income de-

creased from 527.05 to 492.07 soles

per trimester (in 1998 soles) – a de-

crease of 6.99%.  As a result, every-

one in the country is experiencing tough

economic times as his/her purchasing

power goes down with decreasing per

capita income.  Although the regressions

in Table 11 control for income, never-

theless a decrease in purchasing power

will have a greater effect on households

with greater monetarization.  In the ru-

ral setting, households that used to re-

ceive most of their income in goods may

be experiencing greater stability through

these troubled economic times than

those who have undergone more

monetarization.  Moreover, it is an es-

pecially difficult time for a household to

increase its level of monetarization when

Series 1996 1997 1998

GNP per capita, Atlas method (current US$) 2,250 2,400 2,250

Source: World Development Indicators database

the prediction that increased

monetarization betters living standards

in the short-run, two explanations come

to mind for why this could be happen-

this means becoming interdependent

with a struggling national economy.  In

addition, most of the households in ru-

ral Peru have low levels of human capi-
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tal and may require an adjustment pe-

riod before re-optimizing their economic

behavior after increasing their degree of

monetarization, which the short time-

span in the data interprets as a decrease

in well being.

A second reason for why

monetarization may be decreasing the

well being of rural households stems

from a wealth of anthropological litera-

ture and new economic literature on the

role of social networks, local insurance

systems, and consumption smoothing

across rural households through reci-

procity mechanisms.  As has been docu-

mented extensively for the Peruvian

tional economic trends.  As

monetarization in households increases

and begins breaking up the social net-

works of the community, the households

become exposed to the national eco-

nomic volatility and their level of eco-

nomic growth fluctuates more closely

with the national performance.  Since

the national economy is in recession,

then households that increase

monetarization may exhibit a decrease

in consumption relative to an equally

wealthy household that did not increase

its monetary income percentage.  There-

fore, even if the long-run relationship

between monetarization and consump-

Wage Labor
Social 

Support
Health

Market 
Penetration

Commercialization 
of Basic Needs

Access to 
Basic Needs

Nutrition

case, rural communities tend to form

strong social networks involving re-

source transfers that serve as insurance

and savings mechanisms, thus allowing

for consumption smoothing despite the

volatility of their environments and pro-

duction realities.  Moreover, these net-

works and the communal-level subsis-

tence insulate the households from na-

tion for a fixed income level is positive,

it is possible that the effect in the short-

run works in the opposite direction.

Moreover, having to buy basic goods

from merchants makes it tougher to

smooth consumption since transactions

based on reciprocity become less fre-

quent and poor rural households have

little savings to support them when in-
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comes fluctuate.  One author’s model19

represents the effects of increased con-

nectedness in the Andean context as

follows:

This model emphasizes the

negative effects that wage labor and

commercialization of basic goods has

upon the social support and access to

basic needs of the households.  Although

the intricacies of complex social mecha-

nisms such as ones diagramed here are

beyond the scope of this paper, there is

little doubt that increased monetarization

can sometimes have mixed effects upon

rural populations.  The curious results in

the regression analysis above might,

therefore, be picking up these “painful

first steps” into the monetary economy.

This is especially true since the data cov-

ers only three years of national reces-

sion.  Not only are short-term effects

being emphasized in the results, but the

national market that households are be-

coming more connected to is also a

tough one.  Indeed, these results are not

representative of the long-term relation-

ship between the variables, and leave

motivation for panel study of long-term

effects of monetarization across at least

one full business cycle in the economy.

IX. Conclusion
The construction of rural roads

is being championed by the World Bank

and other development institutions as an

instrument necessary for the alleviation

of poverty.  Seeking to understand the

dynamic effects of transportation on ru-

ral household economics, this paper

found that income is only one of the

channels through which consumption of

the “livelihood basket” increased with

changes in travel time, thus supporting

the model’s prediction that consumption

will increase for a fixed income as mar-

ket imperfections are alleviated.   In

addition, the degree of monetarization

of household income was found to de-

crease the coefficient on travel time’s

effect on consumption, thus supporting

the argument that it acts as a channel

through which changes in travel time

improve economic well being.   Finally,

a system of equations was employed to

isolate the total effect of a change in

travel time upon consumption, including

through the income and monetarization

mechanisms.  The resulting coefficient

for the “total” effect of time proved to

be smaller for the pooled regression than

various fixed-effects regressions with

different specifications.  Though the cal-

culated elasticity fluctuated from -.03 to

-.13, the results were robust and nega-
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tive across different sub-samples.  The

coefficients for the income effect were

also stable, positive and robust across

different specifications.  The volatile

coefficient was the one for the

monetarization channel, which was found

to be insignificant on the fixed-effects

model for the complete sample size and

for the upgraded sub-sample, while

positive for the pooled regression and

negative for the fixed-effects regression.

These results for

monetarization’s role as a channel and

the counter-intuitive negative effect ap-

parent on consumption when holding

income constant prompt an additional

analysis of the variable.  Indeed, it is

found to be positively correlated to con-

sumption in a pooled regression until in-

come is controlled for, while the fixed-

effects panel informs that an increase in

monetarization causes a decrease in

consumption for a fixed income level.

The justification of these results are be-

yond the scope of the paper, though a

possible explanation stipulates that the

decreasing purchasing power due to the

national recession during the years ob-

served forces a household with higher

monetarization to consume progres-

sively less in relation to a household of

equivalent income but lower

monetarization.  This possibility moti-

vates longitudinal analysis over a period

of time that covers at least one business

cycle.

In the context of the debate on

geographic determinism, the significant

effect of travel time on the economic well

being of households encourages discus-

sion on a spatial interpretation of the

debate on geography.  Since travel

time’s effect remains despite controls for

different types of capital and geography,

the notion that equalizing assets across

any topography will equalize incomes

(forth by Escobal and Torero) seems

improbable, since there seems to be a

spatial determinant of well being that

does not disappear with controls for

assets.  Indeed, integration into the na-

tional market via decreased travel time

alleviates spatial bias.  Nevertheless,

market integration was not found to have

a universally positive effect: getting

plugged in to the national economy

through monetarization seems to have

mixed effects in the short term for these

households, especially in the consump-

tion of the “livelihood consumption bas-

ket.”  Although this conclusion is very

tentative due to shortcomings in the time-

series, it will have to be tested by other

research.  Scholars will have to ask

whether this short-term problem is due

to inadequate adjustment to the mon-
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etary economy, or whether it is a reflec-

tion of the negative effects of becoming

integrated into a shrinking national

economy.  Let it not be forgotten, how-

ever, that the net effect of shorter travel

times on income and consumption is

positive and robust throughout, despite

variation in the monetarization channel.

Endnotes
1 Javier Escobal and Máximo Torero,

“Does Geography Explain Differences

in Economic Growth in Peru?” (Re-

search Network Working Paper #R-

404, Inter-American Development

Bank, 2000 - [cited 29 January 2002]),

pg 7; available from http://

www.iadb.org/RES/pdf/R-404.pdf.
2 Michael Carter and Julian May, “Pov-

erty, Livelihood and Class in Rural South

Africa,” (Staff Paper Series #408, Uni-

versity of Wisconsin—Madison, 1997),

2.
3 Dominique van de Walle, “Choosing

Rural Road Investments to Help Reduce

Poverty,” (Working Paper 2458, World

Bank, 2000 – [cited 29 January 2002]),

4; available from http://

econ.worldbank.org/docs/1213.pdf.
4 Escobal and Torero, 33.
5 Ibid., 7, note 8.
6 A good literature review for research

on market failures and implications at

the household level in Peru is in Fort and

Aragón, pg. 6 note 8.
7 Fort and Aragón, 1.
8 Details on ENAHO data set for rural

households discussed in full version of

paper.
9 Debraj Ray, Development Econom-

ics, (Princeton, NJ: Princeton Univer-

sity Press, 1998), 25-33.
10 Ibid., 32, note 16.
11 Detailed in the full version of the pa-

per.
12 The usage of travel time as a proxy

for road infrastructure is justified and

tested in the full version of the paper.
13 There is a problem of simultaneity in

model (5) between the dependent vari-

able (consumption) and the independent

income per capita variable because cau-

sality could run in both directions.  How-

ever, in this case of a fixed-panel re-

gression, reverse causality (from in-

creased consumption to increased in-

come) can be dismissed because the

effects of increased consumption on in-

come would be of far lesser magnitude

than the immediate connection between

receiving higher income and conse-

quently consuming more.
14 Detailed in the full version of the pa-

per.
15 This assumption would weaken over

longer time periods because an increase
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in consumption of goods that improve

the quality of life may improve people’s

health, good spirits, etc., thus increas-

ing income via increased productivity.

However, for the short time span in this

paper this concern can be dismissed

because increases in productivity due to

personal characteristics outside of the

controlled human capital variables is

probably negligible.
16 Detailed in the full version of the pa-

per.
17 Measurement error may be quite fre-

quent in the sample, especially for small

changes in reported travel time.  Since

the data for this variable is gathered by

asking an authority figure in the conglom-

erate the duration of travel time to the

nearest district capital, it is likely that in

two different years a different time might

be reported when in fact the “true” travel

time has not changed.
18 Explained in the full version of this

paper.
19 Brooke R. Thomas, “The Evolution

of Human Adaptability Paradigms,” in

Building a New Biocultural Synthesis:

Political-Economic Perspectives on

Human Biology, eds. Alan H. Goodman

and Thomas L. Leatherman (Ann Ar-

bor, MI: University of Michigan Press,

1998), 65.
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